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Directions

Answer each question in the space provided. Please write clearly and legibly. Show
all of your work—your work must both justify and clearly identify your final answer.
No books, notes or calculators are allowed. You must simplify results of function
evaluations when it is possible to do so.
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1. Suppose A is a 4x6 matrix, and B is a 6x4 matrix.

(a) [2 pts] What s the size (dimension x dimension) of the matrix BA?

6L

(b) [2 pts] What are the possible values for the rank of BA?

(c) [2 pts] What are the possible values for the nullity of BA?

N [2A)= 2, 3,4 5, ¢

(d) [2 pts] Can BA be invertible? Explain.

No.  a(er) #
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2. Suppose V and W are two unit vectors satisfying vV - W = %
(a) [2 pts] Find the angle between ¥V and W.

v3ed = Plljeco Rl

tewo o-e(J{E

(b) [3 pts] If M is an orthogonal matrix, find the dot product (M (¥ — W)) - (MW).
[_u)) Ma = [ B 3 [Mgaﬂﬁf()éowﬂ,)
PRV
- §d- 5B

[
Sl = (%)

3. [3 pts| My linear transformation 7' : R? — R? took the unit circle and stretched it into an
ellipse having an area of 3. If A is the matrix of my linear transformation, what is det{A)?

T = M-/s,/ ok (), ey (2 =UPTGace
o (T ()= b e () L T

A i

4. [4 pts] If I perform a QR-Factorization on an n x n matrix B, what are det(Q)} and dei(R) in
terms of det(B)?

B=arR
o (8) = bir(a)~ () D2

() oemncom. == W’[O) =t

-
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5. Consider the matrix

& by
b R

1)

(a) [4 pts] Find a basis for Tm(4).
21 |2 oz
('Z})z—%(lt\—m O*E“()—%
331 237 )ap D -3 -

I GSC PreeT (N fisT ® StcenD Corum

() (05w oo ks

(b) [4 pts] Find a basis for ker(A).

Cwmwv‘—& j/
e[ ] o A £="s
> 00’ 21> lo0 t 4 %" s
o O o a 5)03;5

“’#—;)i jﬁ)f s B he %’zﬁ//vlJ

[

(c) [2 pts] Use your previous work to write a linear relation between the columns of A.

l 0

/
7\ + | | = 0
3 7 O

1
| ~/
sl Ui+ 2
13 3
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6. [10 pts] Find the QR-Factorization for the matrix below:

3 9 1
3 —1 2
A= 3 -1 0
3 9 1

[i)-53¢'=6
0= ;/,“ Gz';zz: %(?H/‘(F?J:g
. i |
‘/Z . T -—8'12({)
)

<
)
l'“‘\
b
7
!
]__
=
=
o~J
S
+
=
((
{\J
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7. |4 pts] Find the determinant of the following matrix:
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8. (a) {4 pts] For an n x n matrix A, and a scalar k, explain why det(kA) = k™ det(A4).

JQA Mot A N Rws BY k SINE  MOLTYY? (M~ ANY SING(S
Row MELCE s toremioAor By MOLT(PLCA o, wWe GAT™

kA = k' o)

(b) [6 pts] Show that it is impossible for a 3 x 3 matrix to be both skew symmetric and
orthogonal. Hint: You may make use of the previous part of the problem, even if you
couldn’t show it. }

Siswd Sym > AT: A Dﬂ‘(/—ﬂ: D‘J‘(/}
Detosonnc ~» AT= g1~ AT

> et e E(
T (ﬁ) = ol {-/U

3
()= A) o)

{

piI(4) = O
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9. Let A be a 3x3 skew symmetric matrix.
(a) [4 pts] Explain why the trace of A must be 0.

(F AT"' ‘/], T DiAeorAL LM OF /‘) pon'T Uity wWHIU MCIAG
Mwvsposs  pocane. A=A Fr Al A o vtAcote o7 A

~ == (=0 [ A7 d oo Do £ A

> R@=0
{(b) [6 pts] If one of the complex eigenvalues of A is A; = 1424, find all of the other eigenvalues.
,/“f_f__—/’—\\
A b2e
Tuey WN=0 Fass R+ |- v 2,50

Ao lrle P

(¢) [3 pts] Find det(A

A= ) \\j [f*Z)( )(Z)
[+‘[)[2



Final Fxam, Page 9 of 18 Dec, 11, 2017

10. (a) [4 pts} Give the definition for a collection of n vectors V1, Va,..., V, to be linearly
independent.

- = = = = \
F v tQua s v, =0, T ML cs =)

/

(b) {8 pts] If a collection of n non-zero vectors V1, Va,..., V, are matually orthogonal (ﬁ L
T?j ag long as 1 # j), prove that they are also linearly independent.

- s o D _
Sopss C Y vt o TCLvy T O DT Bont sWE BY

—_

v,

0T C\/\\F +—cﬁ@:ﬁ\\@
5 D >

Ct V(O\/{ 1—’0

)

-
{

7%9\(??5@; MUs —\Z‘?/ 750/ Foere GO

SMicpay Fat o > 0 =O
@\-73 T Cgt’o
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(c) [4 pts] Is it possible to find 5 mutually orthogonal non-zero vectors in R*? If yes, give an
exampie. If not, explain why not. You may use the previous part of the problem even if
you were unable to prove it.

No. Morvat RTos === | Nt [NDLL. wa&r b)
g(lr we. (AMPoT HAUL CL/N'/NBW. VZCN@ (N //el{

éﬂ“( woLld S A Sbim SUBRS IS OF //Qt{/ wfb_cswtzJ

11. [10 pts| For the matrix A below, find eigenvalues, then corresponding eigenspaces, and then
diagonalize.

P() N=SAt6 = [»-3)(\ ) C/
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12. [8 pts] Let b and ¢ be two positive numbers. Suppose we have a 2x2 matrix of the form

0 e
4= o)

Show that A is similar to a rotation-scaling matrix; find the rotation-scaling matrix in terms
of b and ¢. What is the scaling factor of this matrix, and what is the angle of rotation?

WUH()\: :,\1—1—};(/1: @*’ﬁci}[/\*écij . ;\so_ﬁi@

=+ hel
S Fci/ Fiod  Comhsx e v =
et - b*
we [Thel BT L p b= <O)+;(&)
_..Cl "}'IL[: l’)C(., A

‘o A; Sy, O be E\(o—{
L ()l>(, 'ELO 0 be

CoAut- AN = be

1l

T ] ke I
Rotwtw s A~ = { D z
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13. Let V be a subspace of R”, with dim(V) = m. Let Py be the matrix of orthogonal projection
onto V.

(a) [6 pts] List the eigenvalues of Py, and for each one, give the algebraic multiplicity, the
geometric multiplicity, and the corresponding eigenspace.
/*]L /V v ( l) -y

(/\3( E':\//"% &MU([):W'\ FoZ(cs
V=0 BVt bMfO)=nom bmdsfer

AL/MV (OJ =M

{(b) [4 pts] State the Spectral Theorem.

A Mrex s Oplkosomswy DiGorACEARL (F ¢ o (51T
(§ STmmipR I
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(c) [ pts|] Explain why the Spectral Theorem guarantees that Py must be a symmetric matrix
(do not use a formula for Py ). '

THE  SiCSPACts L/l > l',o ARS O/NHaaawH? 50 Py MusT RE

Otpwsorsicy Ducossagstly, Bos P smuspc

(d) [4 pts] Is the quadratic form ¢(X) = X - Py X positive definite, positive semi-definite, or
indefinite? '

[simes Ssa—DsAviTE




Final Exam, Page 14 of 18 Dec. 11, 2017

14. (a) [2 pts] Write the quadratic form g(z) = 62% + 4122 + 323 in matrix format.

g (i) % =

S

A

(b) [8 pts] Sketch the curve g(z) = 1, labelling the principal axes and the intercepts of the
curve with the principal axes.

i Tpﬁ (K)" N-D s (ﬂ'})(%bj
Ef‘k% ~l( j.( Lo T 47515 Z((/Z) Z ~> 0~ j{, f‘J
Lz“he(” ?J ity Bf:srs%(fl\z_% UL T,{;F _({/J

(et L

C AR
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15. (a) [6 pts| Prove that, for any nxn matrix 4, the characteristic polynomials f4()) and far())
are the same, and thus A and A7 have the same eigenvalues. Hints: [ = I7, algebraic
properties of determinant, algebrgic properties of transpose

1 ()~ wr (AL

= prr ((/MI)T

e (AT AL = \OAT (AX

(b) 6 pts} If every row of A is made up of entries that add up to 1 (the matrix ( g 18) is

an example), prove that A = 1 is an eigenvalue of A. Hint: Find o clever eigenvector that

will allow this to happen regardless of A; starting from the example might provide some
ideas

- 1 - ‘
S A7 =
/

T —

—_— B4 B

_ Sum of gow ‘ f
gom of Qow

L}

(

-

*

Som  oF ﬁéw < /

o ﬂ’{ (s Sl
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(c) [2 pts] Use the previous parts of the problem to conclude that, for a matrix with colummns
having entries that add up to 1, the value A = 1 will always be an eigenvalue.

IF AW Cotumns Addust- )o’f M AT jors Aoids A m’f/ A S
A s Dl g o st (e b))
[%; A wie M=l A A HegpuALul KIDWQ}

16. Consider the following matrix:

1 12 %2 0 cos(l)
3 2 -7 0 1%
A=|-b 6 0 0 2
3 e*® Inb 0 -1
1 % 1 6 1

(a) [2 pts] How many eigenvalues (real and complex) does A have, counting multiplicities?

~

(b} {2 pts] What is the sum of those eigenvalues?

sum = R //J‘J:— 7

{¢) [3 pts] What is the product of those eigenvalues? Explain.

Doopua™ < s =00 Bscas P o o€ £V

Copers (A wer MABLE
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17. {3 pts| Let A be a diagonal n x n matrix with rank(A) = r, where 7 < n. Find the geometric
multiplicity of the eigenvalue A = 0 for A in terms of n and r.

b7 Mo (OJ = DM Z (R (A-0 1:))
=Din (Kﬁ/& /43

< - D (‘M ﬂ) ((E/UJK“(\(I)LLJF(

—
Nn=—r

—

18. True or false (circle your answer; no justification needed).
(a) [2 pts] If the matrix A is similar to B, then A® is similar to B3.

: 3 Teac Tt epe
Crrom_ FALSE Ao ogs”T ~ FECRS SRS SRS
=¢R5s
(b) [2 pts] If an n X n matrix A is not invertible, then ker(A) is an eigenspace of A.

FALSE T JANGATIE. ~> O 1S AW TR UL

¢ fed (A'OES K sloasPhes

(c) [2 pts] If two subspaces of R™ intersect at the origin only, then the subspaces are orthog-
onal complements of each other.

oy,
TRUE y Vol = ote
’ V ower |
-~ o




