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1. a) (6 pts) Find a basis for the image of the following matrix:

A =


1 2 3 2 1
3 6 9 6 3
1 2 4 1 2
2 4 9 1 2

.

Solution. By row reduction to the RREF (or by inspection), you will find that the first, third, and fifth column are non-
redundant, and so the image of A has a basis 


1
3
1
2

 ,


3
9
4
9

 ,


1
3
2
2


.

b) (4 pts) Find a basis for the kernel of the matrix A from part a).

Solution. By writing the second and fourth columns (which are redundant) as linear combinations of the preceding (non-
redundant) columns, you will find that the kernel of A has a basis


2
−1
0
0
0

 ,


5
0
−1
−1
0


.
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2. a) (4 pts) Let B be the standard basis of R2. Describe geometrically the linear transformation T : R2 → R2 whose
B-matrix is

A =

(
−0.28 0.96
0.96 0.28

)
.

(Hint: (0.96)2 + (0.28)2 = 1.)

Solution. You will recognize A as being of the form (
a b
b −a

)
with a2 + b2 = 1 and hence, by Lecture 6, A represents reflection about the line parallel to(

a + 1
b

)
=

(
0.72
0.96

)
,

which is parallel to (
3
4

)
.

b) (6 pts) Write down a basis B′ for R2 such that the B′-matrix of T is diagonal, and write down the B′-matrix of T .

Solution.

B′ =

{(
3
4

)
,

(
−4
3

)}
.

B′ [T ]B′ =

(
1 0
0 −1

)
.
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3. Let B be the standard basis of R3, and let

B′ =

~v′1 =

1/
√

2

1/
√

2
0

 , ~v′2 =

 1/
√

2

−1/
√

2
0

 , ~v′3 =

0
0
1

,

where the vectors ~v′1, ~v′2, and ~v′3 have been written in terms of B. The set B′ is also a basis of R3. Let

A =

−1 1 −1
1 1 1
−1 1 −1


be the B-matrix of a linear transformation T : R3 → R3.

a) (2 pts) Write down the change of basis matrix BSB′ .

Solution.

BSB′ =

1/
√

2 1/
√

2 0

1/
√

2 −1/
√

2 0
0 0 1

.

b) (4 pts) Write down the change of basis matrix B′SB.

Solution. This is the inverse of the matrix from a), and since that matrix is orthogonal, its inverse is just its transpose:

B′SB =

1/
√

2 1/
√

2 0

1/
√

2 −1/
√

2 0
0 0 1

,

which is actually the matrix itself, as the matrix in question is symmetric.

c) (4 pts) Find the B′-matrix B of T .

Solution. This is a multiplication you’re just going to have to carry out carefully.

B = B′SBB[T ]BBSB′ = B′SBABSB′ =

 1 −1 0

−1 −1 −
√

2

0 −
√

2 −1

.

3



4. (10 pts) Let V ⊆ Rn be a linear subspace. Show that the function projV : Rn → V defined by

projV (~x) = ~x‖

is a linear transformation.

(Hint: Do not attempt to write down a matrix for projV .)

Solution. Recall that any vector space V has a basis, and by using the Gram-Schmidt process, any basis can be converted
into an orhonormal basis.

Let {~u1, ..., ~um} be an orthonormal basis for V .

We know that the projection onto V can be written as

projV (~x) = (~x • ~u1)~u1 + ... + (~x • ~um)~um.

By using this expression, we can check that the two definitive properties of linearity are satisfied:

1) projV (~x + ~y) = ((~x + ~y) • ~u1)~u1 + ... + ((~x + ~y) • ~um)~um

= ((~x • ~u1) + (~y • ~u1))~u1 + ... + ((~x • ~um) + (~y • ~um))~um

= (~x • ~u1)~u1 + (~y • ~u1)~u1 + ... + (~x • ~um)~um + (~y • ~um)~um

= (~x • ~u1) + ... + (~x • ~um)~um + (~y • ~u1) + ... + (~y • ~um)~um

= projV (~x) + projV (~y).

2) projV (k~x) = (k~x • ~u1)~u1 + ... + (k~x • ~um)~um

= k(~x • ~u1)~u1 + ... + k(~x • ~um)~um

= k((~x • ~u1)~u1 + ... + (~x • ~um)~um)

= k(projV (~x)).
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5. Let P be the following subset of R3:

P =


x
y
z

 ∈ R3 | x + y + z = 0

 .

a) (2 pts) Show that P is a linear subspace of R3.

Solution. From Math 32A, we know that P is a plane through the origin defined by x + y + z = 0. Hence, P is a subspace.

b) (8 pts) Find an orthonormal basis for the subspace P from part a). Make sure to show all your work.

Solution. This is again a two-step process. First, you can pick any two non-parallel vectors that are orthogonal to the normal
vector of P , namely 〈1, 1, 1〉. For example, you can start with

 1
−1
0

 ,

 1
0
−1

 .

This is a basis for P . Now you can apply the Gram-Schmidt process to obtain an orthonormal basis of P :
 1/

√
2

−1/
√

2
0

 ,

1/
√

2
√

3

1/
√

2
√

3

−
√

2/
√

3

.
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