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Sign your name on the line below if you do NOT want your exam graded using GradeScope. Oth-
erwise, keep it blank. If you sign here, we will grade your paper exam by hand and a) yon wiil not
geh your exam back as quickly as everyone else, and b) you will not be able to keep a copy of your
araded ‘exam after you see if.

» Fill out your name, section letter, and UID ahove.

» Do not open this exam packet until you are told that you may begin.

» Tarn off all electronic devices and and put away all items except for a pen/pencil and an eraser.

» No phones, calculators, smart-watches or electronic devices of any kind allowed for any reason,
including checking the time.

o If you have a question, raise your hand and one of the proctors will come to you. We will not
answer any inathematical questions except possibly to clarify the wording of a problem.

» Quit working and close this packet when you are told to stop.
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You may use this page for scratch work.
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1. (10 points) (a) Which of the following is the QR-factorization of the matrix
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You do not have to show your work (if you need more room, use Page ).
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2. (10 points) Consider the matrix

e ~p 4
1 1] V7 )
A [1 3}' L b A 1'“* L

"y 4«

a) Suppose that ¥ is any nonzero vector in R2. Explain why the vectors 7, A#, and A0 must
¥

be linearly dependent. (Note: do not use any numerical examples in your answer; your

reasoning must be valid no matter what ¥ is.) =
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(b) Let & = {O} . Part (a) shows That there are scalars co, C1, and ¢y such that
ol + 1 AT + e A%F = 0. (1)
Explain why this shows that the matrix ¢y + i A + e A? is not invertible. \ |
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(c) Let ¢ = Ll}} . Find scalars ¢g, 1, and oy such that (1) holds. iBo*{ YOUr answer ‘
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3. (10 points) [You do not need to show work on this page. | Consider the matrix
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(a) Find a basis for the image of A. ﬁ%ox YOUr answer
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(b) What does the rank-nullity theorem say in this case?
(Your answer should be a simple equation of the form 1 +1 = 2).
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(c¢) Find a basis for the kernel of A. i_Box your answer}
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4. (10 points) True/False (circle the correct answer). You do not need to justify your answer.

Remember that True means always true. If a statement is sometimes true, but sometimes false,
mark it False.

(a) There exists a subspace V of R® such that din(V) = dim(V1), where V1 denotes the

orthogonal complement of V. ( ——

True False

(b) If A is an invertible matrix then ker(A) = ker(A471).
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(c) If A is an orthogonal matrix then AAY is also an orthogonal matrix.
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(d) If A is a symmetric n x n matrix and S is an orthogonal » x n mafrix then the matrix
S7'AS is symmetric.

False

(e) If V' is a two-dimensional subspace of R® (a plane) then there is a basis B such that the
B-matrix of the linear transformation 7' = projy : B — R? has the form
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5. (10 points) The following statements are the possible answers to questions (a) and (h) below.
(A) The column vectors of A span R™
(B) ATA=1,

(C) rank(A) = rank(AT)

(D)
)

o

D) A" =10
(B) ||AZ] = {|Z]| for all £ in R™ ™\

(F) The linear system AZ = 0 has a unique solution ™
(G) dim(im A) + dim(ker A) =n

(H) rank(A) = n—,

(1) A is upper triangular

(s) Which of the statements above implies thai the n % n matrix A is nvertible?
"There are five correct answers.

(b) Suppose that A is an invertible n x n matrix. Which of the properties above does A satisfy?
There are five correct answers.
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