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1. ML Basics (25 points)

(a) (5 points) What is the key difference between a classification and regression task? Dis-
cuss your answer in no more than 3 sentences.

Classificatian deals with discete. clasies whil ragressan deals with Gontingaus
quantities, The okt 8 dassfization indipmes categon whereas the oatrit
0) Fegression & A Quartity Measwiv) &, Gerttin chaactprisic.

(b) (7 points) Explain the key difference between stochastic gradient descent (SGD) and
full-batch gradient descent (GD). Does SGD or GD provide a more accurate estimate
of the gradient? Discuss your answer in no more than 4 sentences.

For SC.2in each teratian, we updatz the weits usirg the Jadient 3 oneor o
Minibatch & traning examps | For flHatthCh, we update using the Jadient
af oll taainiry Qompes . Thus GD provides Ao ocurdie estingte o gradiait
bat is moré Cnquilhﬁonatl@ Opensive .

(¢) (7 points) Why is it very difficult to train neural networks with many layers (10+)
initialized with small weights (var(wi;) < 2/(nin + Nout), i.e., much smaller than the
Xavier initialization)? Discuss your answer in no more than 3 sentences.

Far small weights inttidiztion, the adivatisns o exch loyer ale tund 1o be small.
When+he paurk is deep, the baderopagation woud mattiply Yadioils with maqy
small yalugs (woights dnd ochivstions ) Such that 4s i propagater +o the Siwt-Sew
layes, the Sdiert, uytlate becomes oy zero and the netwmk « nat (eamfg ,



(d) (6 points) Consider a fully connected neural network initialization where all the pa-
rameters are initialized to the same constant value (instead of randomly drawn from a
normal distribution). Further, consider that this constant is judiciously chosen so that
activations do not explode or vanish across layers. Is this initialization a good idea?
Why or why not? Discuss your answer in no more than 4 sentences.

Hint: consider the values of the activations in a single layer.

No ., this is et & Jead idea.,
Since allweights are intilized with the same \alue, Uhen ue padcpnpgate
We e ako Ly Cach et with the sane Sudient descent (i o layer,
“This meass or & single lyer the weghls are sluifs the same, and this saerely
fogheets the Copacty ¢f the madel ard reduee the mattiv t2 & 1D vdue,



2. Backpropagation (30 points) In this problem we will be making a computational graph for
the final layer of a neural network, and performing backpropagation on it. Let the input to
our layer be x € R", the bias be b € R™, the weight matrix be W € R™*™ and the loss

function be L.

L=l —yIP

f =max(a-g,g), 0<a<1
g=h+b

h =W;x

(a) (11 points) Draw a computational graph for this neural network layer. Please label the
edges with f, g, and h the same way we have above. You don’t need to create a graph
for the loss.
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(b) (14 points) Determme fvﬁ and 6b using backpropagation. In your calculations, you

may notice that W is a 3D tensor. To avoid this complication, you may use the fact

that
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(¢) (5 points) Suppose we have a neural network where the very first layer is an affine layer
(i.e. a linear transformation) with weight matrix Wy € R™*". Further suppose that
there is a special nonzero input z such that Wiz = 0. In linear algebra this is called a
nullspace vector. It turns out that for all inputs x € R™ and for all scalars A € R,

Wix = Wi(x + Az).

This is a cool property because this means we can “obfuscate” our neural network input
x by adding Az, and the output would be the same!

It turns out this can be used in training too. Suppose we take every vector x in our
training data and replace it with x+ Az, and then we train on that new dataset. Which
parameter updates will be identical to training on the normal data, and which updates
will be different? Justify your answer.

Sinee Wist= Wicx+3@), h. 9. 5. & voud all stay the same .
\When we hadropagat? fram %"', 5 2 ond %L[, will behe some .
However, Since gﬁh{ = 8 (xi)&) now, The updae. & Wi is differrt .



3. Regularization (20 points)

(a) (7 points) Consider performing parameter norm L? regularization on the weight matrix
of a softmax classifier, W. The loss function is:

Loew = L+ N|W|%

where £ is the loss without L? regularization. How can one choose the value of the
regularization parameter (\)?7 Discuss your answer in no more than 4 sentences.

X isa hyprpoameter. s we coud tzst o list o A values with validation set .
Ao by 'p[al‘ﬁ‘ng the, change Qt ‘Miﬂir@ and sgldion evor wonsg tevations , e
Con chetk i A i lage emugh to effectively reducs the ouerfating ar if A s so
9 0s1o rygutt inundarfithieg . Choge \that iinimizes bathtaining and

Valdahon errors

(b) (7 points) True or False: Introducing regularization to a model always results in equal

or better performance on examples not in the training set. Justify your answer in no
more than 3 sentences.

False . t really derends anthe value of \ and themadel daf,

An averkill gulavizotian vnuld load to urdarfitivy suth that Gath-toinieg
and voldatin emis e high , which might be worsethan withyi a vedulaattion
e,

(c) (6 points) How does dropout alleviate overfitting? Discuss your answer in no more than
4 sentences.

Drapaul appler @ ndom sk To azkWians in egth byer Gng afPr@(:‘ths"trajni?j
0. o2 ensontlo 75 madels, We Con View dropoit o5 trinivg these. subretworks
ond s on oProxingtion of bag4ing, Tn aF%éumk newrgns tend to devdop ar doperdoncy

anongst each athef during taining which Curbs the indidual pawer” and leads to
overjitting, Dropait effertively orces aifferent Combinatians 2f neurang to “re-adapt”
ond “Thus veducos Co-cloperdergy ond overftting.
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4. Loss function and optimization (25 points)

Equipped with cutting-edge Deep Learning knowledge, you are working with a radiology lab
at the UCLA. Specifically, you're asked to build a classifier that predicts the infection type
from a given computerized tomography (CT) imaging of the lungs into four (n, = 4) classes:
(coronavirus, respiratory syncytial virus, bacteria, fungus). There’s always exactly
one infection per image. You decide to use cross-entropy loss to train your network. Recall
that the cross-entropy (CE) loss for a single example is defined as follows:

ny
Lop(§y) == vilogdi
i=1

where § = (41, Y2, - - - ,y,}y)T represents the predicted probability distribution over the classes
and y = (y1,y2, - ,yny)T is the ground truth vector, which is zero everywhere except for
the correct class (e.g y = (1,0,0,0)” for coronavirus and y = (0,0,1,0)” for bacteria).

(a) (3 points) Suppose you're given an example CT image of the lung infected by bac-
teria. If the model correctly predicts the resulting probability distribution as y =
(0.25,0.25,0.3,0.2)T, what is the value of the cross-entropy loss? You can give an
answer in terms of logarithms.

LCécgf@)=’L§tjil03§z; -Slgys = -10903
Y= l=YyY+=0

(b) (3 points) After some training, the model now incorrectly predicts the infection type to
be fungus with probability distribution (0,0, 0.4,0.6)7 for the same image as in part
(a). What is the new value of the cross-entropy loss for this example? You can give an
answer in terms of logarithms.

Z@LQ,@: 'é‘(ﬁlf@ﬁi = — (0o+ O+]q§0.4—+0)
= - \o\ﬁo,L,L



(¢) (4 points) Based on your answer from parts (a) and (b), do you notice some unde-
sirable phenomenon? Explain what implementation choices led to this undesirable
phenomenon.

Eren thoush in (1) we misclssify the infedion type uhile in (a) the predichian
s Comest, the onSs-enttay logs in (b & smaller than i (0). This s

becase e Y vecor all wreng clases oxe 0. And bosed on the clefinetian
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(in &, PUE) = 0403 5o loss is smallerthan @)

(d) (3 points) Given your observation from part (c), you decide to train your neural network
with the accuracy as the objective instead of the cross-entropy loss. Is this a good idea?
Give one reason. Note that the accuracy of a model is defined as

Number of correctly-classified examples

Accuracy =
Y Total number of examples

This s nat naesedly a Jood daa, Since an gyerfitting bas vey high
Trunigg aqwocy but poar prforunte in validdiion and test 2t
This malric lags nat quaastee goad Genem]izition.



(e) (5 points) You want to learn the parameters of your model using optimization. Figure 1
shows how the cost decreases (as the number of iterations increases) when two different
optimization routines are used for training. Which of the graphs corresponds to using
batch gradient descent as the optimization routine and which one corresponds to using
mini-batch gradient descent? Explain.

Cost

# Iterations # lterations

(a) Graph A (b) Graph B

Figure 1: Loss trajectory of two different optimization routines

Oroph A S batch CD ond B is vminibdch GD. (uoph B s machmarg
ubgoed , And This 1. Comes Srom roydom Sampling in mini-batth . Since 1n enth
fterphion., The Jadleits are Chasan from dfferent oampks, the cost ceasianally
Jees up. In full bifoh thee 15 no Such andmiress, 5, daph A & vy $modth.

(f) (2 points) Figure 2 shows how the cost decreases (as the number of iterations increases)
during training. What could have caused the sudden drop in the cost? Explain one
reason.

T T
# Iterations

Figure 2: Loss trajectory with a sudden drop

The Judden drep indigries an adusimestt in leaming afee ot cerfuin point.
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(g) (b points) After some exploration, you decide to use Adam with bias correction as
the optimization routine. Show mathematically why the bias correction naturally dis-
appears when the numbers of steps to compute the exponential moving averages gets
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5. Bonus question: Intuition (6 points)

(a) (3 points) Consider a model based on a softmax with k& output values. We replace
the hard 0 and 1 classification targets with targets of - © _ and 1 — ¢ for some small

constant € to train the model. What do we accomplish with such change and when does

it make sense? Please explain.

(b) (3 points) Let us assume you have unlimited compute power but limited training data
for a vision task. Is using a fully connected network better than using a CNN? Please

explain.

Yes. Fully correrted netwark hos Stronger Coprectivrty than CNN, so
whon Yraining glata. is linited. FC neC tends to use data Mok Compadtly,

Also Naw thet we hove, unlimited computer Poy, +he. campitatiarg)
Comp@Ty o [C it is no langer o pioblem,
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