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1. ML Basics (25 points)

(a) (5 points) What is the key di↵erence between a classification and regression task? Dis-
cuss your answer in no more than 3 sentences.

(b) (7 points) Explain the key di↵erence between stochastic gradient descent (SGD) and
full-batch gradient descent (GD). Does SGD or GD provide a more accurate estimate
of the gradient? Discuss your answer in no more than 4 sentences.

(c) (7 points) Why is it very di�cult to train neural networks with many layers (10+)
initialized with small weights (var(wij) ⌧ 2/(nin + nout), i.e., much smaller than the
Xavier initialization)? Discuss your answer in no more than 3 sentences.
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(d) (6 points) Consider a fully connected neural network initialization where all the pa-
rameters are initialized to the same constant value (instead of randomly drawn from a
normal distribution). Further, consider that this constant is judiciously chosen so that
activations do not explode or vanish across layers. Is this initialization a good idea?
Why or why not? Discuss your answer in no more than 4 sentences.

Hint: consider the values of the activations in a single layer.
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2. Backpropagation (30 points) In this problem we will be making a computational graph for
the final layer of a neural network, and performing backpropagation on it. Let the input to
our layer be x 2 Rn, the bias be b 2 Rm, the weight matrix be Wk 2 Rm⇥n, and the loss
function be L.

L =
1

2
||f � y||2

f = max(↵ · g,g), 0 < ↵ < 1

g = h+ b

h = Wkx

(a) (11 points) Draw a computational graph for this neural network layer. Please label the
edges with f , g, and h the same way we have above. You don’t need to create a graph
for the loss.
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(b) (14 points) Determine @L
@Wk

and @L
@b using backpropagation. In your calculations, you

may notice that @h
@Wk

is a 3D tensor. To avoid this complication, you may use the fact
that

@L
@Wk

=
@L
@h

x
T .

Please make sure to box your final answers.
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(c) (5 points) Suppose we have a neural network where the very first layer is an a�ne layer
(i.e. a linear transformation) with weight matrix W1 2 Rm⇥n. Further suppose that
there is a special nonzero input z such that W1z = 0. In linear algebra this is called a
nullspace vector. It turns out that for all inputs x 2 Rn and for all scalars � 2 R,

W1x = W1(x+ �z).

This is a cool property because this means we can “obfuscate” our neural network input
x by adding �z, and the output would be the same!

It turns out this can be used in training too. Suppose we take every vector x in our
training data and replace it with x+�z, and then we train on that new dataset. Which
parameter updates will be identical to training on the normal data, and which updates
will be di↵erent? Justify your answer.
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3. Regularization (20 points)

(a) (7 points) Consider performing parameter norm L2 regularization on the weight matrix
of a softmax classifier, W. The loss function is:

Lnew = L+ �kWk2F

where L is the loss without L2 regularization. How can one choose the value of the
regularization parameter (�)? Discuss your answer in no more than 4 sentences.

(b) (7 points) True or False: Introducing regularization to a model always results in equal
or better performance on examples not in the training set. Justify your answer in no
more than 3 sentences.

(c) (6 points) How does dropout alleviate overfitting? Discuss your answer in no more than
4 sentences.
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4. Loss function and optimization (25 points)

Equipped with cutting-edge Deep Learning knowledge, you are working with a radiology lab
at the UCLA. Specifically, you’re asked to build a classifier that predicts the infection type
from a given computerized tomography (CT) imaging of the lungs into four (ny = 4) classes:
(coronavirus, respiratory syncytial virus, bacteria, fungus). There’s always exactly
one infection per image. You decide to use cross-entropy loss to train your network. Recall
that the cross-entropy (CE) loss for a single example is defined as follows:

LCE(ŷ, y) = �
nyX

i=1

yi log ŷi

where ŷ = (ŷ1, ŷ2, · · · , ˆyny)
T represents the predicted probability distribution over the classes

and y = (y1, y2, · · · , yny)
T is the ground truth vector, which is zero everywhere except for

the correct class (e.g y = (1, 0, 0, 0)T for coronavirus and y = (0, 0, 1, 0)T for bacteria).

(a) (3 points) Suppose you’re given an example CT image of the lung infected by bac-

teria. If the model correctly predicts the resulting probability distribution as ŷ =
(0.25, 0.25, 0.3, 0.2)T , what is the value of the cross-entropy loss? You can give an
answer in terms of logarithms.

(b) (3 points) After some training, the model now incorrectly predicts the infection type to
be fungus with probability distribution (0, 0, 0.4, 0.6)T for the same image as in part
(a). What is the new value of the cross-entropy loss for this example? You can give an
answer in terms of logarithms.
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(c) (4 points) Based on your answer from parts (a) and (b), do you notice some unde-
sirable phenomenon? Explain what implementation choices led to this undesirable
phenomenon.

(d) (3 points) Given your observation from part (c), you decide to train your neural network
with the accuracy as the objective instead of the cross-entropy loss. Is this a good idea?
Give one reason. Note that the accuracy of a model is defined as

Accuracy =
Number of correctly-classified examples

Total number of examples
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(e) (5 points) You want to learn the parameters of your model using optimization. Figure 1
shows how the cost decreases (as the number of iterations increases) when two di↵erent
optimization routines are used for training. Which of the graphs corresponds to using
batch gradient descent as the optimization routine and which one corresponds to using
mini-batch gradient descent? Explain.

Figure 1: Loss trajectory of two di↵erent optimization routines

(f) (2 points) Figure 2 shows how the cost decreases (as the number of iterations increases)
during training. What could have caused the sudden drop in the cost? Explain one
reason.

Figure 2: Loss trajectory with a sudden drop
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(g) (5 points) After some exploration, you decide to use Adam with bias correction as
the optimization routine. Show mathematically why the bias correction naturally dis-
appears when the numbers of steps to compute the exponential moving averages gets
large.
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5. Bonus question: Intuition (6 points)

(a) (3 points) Consider a model based on a softmax with k output values. We replace

the hard 0 and 1 classification targets with targets of
✏

k � 1
and 1 � ✏ for some small

constant ✏ to train the model. What do we accomplish with such change and when does
it make sense? Please explain.

(b) (3 points) Let us assume you have unlimited compute power but limited training data
for a vision task. Is using a fully connected network better than using a CNN? Please
explain.
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