ECE M146 Midterm

TOTAL POINTS

116.5/ 120

QUESTION 1 training error, simply repeating the question, etc.)

. - 1.5 pts True statement with incorrect explanation
Short Questions pts P P

1.14/ 4

v - 0 pts False and correct reasoning
- 1 pts False but partially correct reasoning

- 2 pts True statement with no explanation
- 3.5 pts False statement with attempted
explanation

- 4 pts False statement with no explanation / not
- 2 pts False but incorrect reasoning or no reason,ttempted

- 3 pts True but attempted to reason (invalid reisga)s /4

- 4 pts True and no reason or not attempted . .
P P - 0 pts False statement with correct explanation

1.24/4 - 1 pts False statement with partially correct
v - 0 pts Correct (True/false) with correct explmsmion

- 1 pts Partially correct expalanation

- 2 pts Attempted but Incorrect explanation
- 3 pts Attempted but no explanation

- 4 pts No attempt

- 1.5 pts False statement with incorrect explanation
- 2 pts False statement with no explanation
v - 3.5 pts True statement with attempted
explanation

1.34/4 - 4 pts True statement with no explanation / not
v - 0 pts False with correct explanation attempted.

- 1 pts False with partially correct explanation 3,74 /4
- 2 pts False with incorrect explanation
- 3 pts False with no explanation

v - 0 pts True statement with correct explanation
- 1 pts True statement with partially correct

- 3 pts True with attempted explanation explanation

- 4 pts True with no explanation
- 4 pts Not attempted

- 1.5 pts True statement with incorrect explanation
- 2 pts True statement with no explanation

1.44/4 - 3.5 pts False statement with attempted
v - 0 pts False with correct explanation explanation
- 1 pts False with partially correct explanation - 4 pts False statement with no explanation / not
- 1.5 pts False with incorrect explanation attempted
- 2 pts False with no explanation
- 3 pts True with attempted explanation QUESTION 2
- 4 pts True with no explanation Multiple Choice Questiorssots
- 4 pts Not attempted 2.16 /6
1.54/4 - 1 pts a wrong

v - 0 pts True statement with correct explanationl pts b wrong
- 1 pts True statement with partially correct - 1 pts c wrong
explanation (mixing objective function value and - 1 pts d wrong



- 1 pts e wrong
- 1 pts f wrong
v - 0 pts Correct
2.26/6
- 1 pts a wrong
- 1 pts b wrong
- 1 pts c wrong
- 1 pts d wrong
- 1 pts e wrong
- 1 pts f wrong
v - 0 pts correct
2.36/6
- 1 pts a wrong
- 1 pts b wrong
- 1 pts c wrong
- 1 pts d wrong
- 1 pts e wrong
- 1 pts f wrong
v - 0 pts correct

QUESTION 3
Decision Trees pts

3.18/8
v - 0 pts all correct

- 1.5 pts Incorrect or no gain(Y|V)

- 1.5 pts Incorrect or no gain (Y|W)

- 1.5 pts Incorrect or no gain (Y|X)

- 2 pts No attempt to find gain (Y|V)
- 2 pts No attempt to find gain (Y|W)
- 2 pts No attempt to find gain (Y|X)
- 2 pts Incorrect attribute picked

- 5 pts If no tree drawn but only correct explanation
provided

- 6 pts If no tree drawn and partially correct
explanation provided

- 8 pts No tree drawn and incorrect or no
explanation provided

- 1 pts Single mistake in either a leaf or a branch

3.34/4

v - 0 pts Correct
- 0.5 pts Label for (1,0,0) !
- 0.5 pts Label for (001) '=0
- 0.5 pts Label for (010) !'=1
- 1 pts Correct answer for Yes/no part with incorrect

reasoning

- 0.5 pts Correct answer for Yes/no part with no
reasoning

- 1 pts Incorrect answer for yes/no part but attempt
at reasoning

- 2 pts Incorrect answer for yes/no part and no
reasoning

- 2.5 pts No attempt for yes/no part

3.48/8

v - 0 pts Correct
- 1 pts Slightly Incorrect tree
- 2.5 pts Completely incorrect tree
- 3.5 pts No tree
- 1 pts Mildly incorrect conclusion
- 2 pts Incorrect conclusion
- 3 pts No attempt at conclusion
- 8 pts Unattempted question
- 2 pts Conclusion unclear

- 0.5 pts Correct attribute picked corresponding to

the incorrectly computed gains
- 1 pts Incorrect entropy of Y
- 1.5 pts Gains not simplified
3.28/8
v - 0 pts Correct
- 2 pts If root is not X

- 3 pts Incorrect overall structure of the tree

QUESTION 4

Perceptron and Logistic Regression
pts

4.14 /4

- 2 pts 1) incorrect
- 2 pts 2) incorrect
v - 0 pts correct

- 2 pts For more than one minor mistakes in th&.28 / 8

leaves and branch labels

v + 3 pts First sample correct



v + 3 pts Second sample correct
v + 2 pts Third sample correct

+ 0.5 pts incorrect but attempted answer

- 1 pts Minor issue, missing/additional factor
- 3 pts Closed form solution not provided but
mentioned gradient =0 and tried to simplify

+ 5 pts no bias term update / data augmentation - 3 pts Multiple issues with answer such as treating

incorrect
+ 0 pts no answer
4.34/4
- 2 pts First question incorrect
- 2 pts Second question incorrect
v - 0 pts Correct

4.414 /14
v - 0 pts correct
- 3 pts Training accuracy curve wrong
- 3 pts Testing accuracy curve wrong
- 2 pts Overfit range wrong
- 2 pts Underfit range wrong

matrices as scalars and dividing two matrices or using
incorrect gradient

- 3 pts Closed form solution not provided however
mentioned that the optimal can be found using
gradient descent

5.34/4

v - 0 pts Correct

- 4 pts No answer

- 2 pts unclear answer, minor issues

- 1 pts accurate but not complete

- 3 pts unclear answer, major issues

- 4 pts explanation wrong (you may need to see

adjust points)
- 14 pts No answer

- 0.5 pts Draw error curve instead of accuracy

QUESTION 5
Linear Regressiors pts

5.16/6
v - 0 pts Correct
- 6 pts No answer

- 6 pts Some attempt but completely incorrect
- 2 pts Correct answer with no explanation.

- 3 pts Issues with answer: e.g.,Confusing linear
regression with logistic regression, what is \sigma? Or

scalar vector confusion etc.

- 2 pts Minor error.

- 5 pts Major issues.

- 3 pts Confusing the derivatives and
incompatability of matrices.

- 1 pts missing factor or small error (dimension

issues etc).
5.26/6
v - 0 pts Correct
- 6 pts No answer
- 5 pts Major errors
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Machine Learning M146 UCLA Spring quarter 2017-2018
Prof. Suhas Diggavi Handout # 16, Wednesday, May 9th 2018

MIDTERM
Wednesday, 9th May 2018, 10am-11:50am
This exam has 5 problems and 120 points in total.

Instructions

e You are allowed to use 1 sheet of paper for reference. No mobile phones or calculators are
allowed in the exam.

e You can attempf the problems in any order as long as it is clear which problem is being
attempted and which solution to the problem you want us to grade.

e If you are stuck in any part of a problem do not dwell on it, try to move on and attempt it
later.

e Please solve every problem in fixed space right after the question. It is your responsibility
to notify the grader if you use any additional space other than the space reserved.

e You may find the following useful.
— Consider the vectors z € R" and a € R™ and the symmetric matrix A € R**",
Vealx =a Vexl Az = 2Ax

— log, look up table

logy(3) log,(5) | logy(6) logy(7) | logs(9)
1.58 2.32 2.58 2.81 3.17

Goop Luck!




Problem 1 (Su

RT QUESTIONS, TRUE/FALSE (28 pts))

Choose either True or False for each of the following statements. For each response please give a
very brief explanation of why you believe it is true/false. Answers with no justification will

not get credit.

(a) Feature scalingis an important step of data preprocessing before training a decision tree using [4pts]
ID3 algorithm. TRUE / FALS
\
14/(5 +rue. &FWW#%KH-W%WW% _L><_
ecdspn bou‘éﬂa,y Kf :
(b) We cannot apply nearest neighbor classification on categorical data. TRUE / - [4pts]
(¢) Nearest neighbor classification always produces a linear decision boundary. TRUE [4pts]
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gradient descent and stochastic gradient descent will converge
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Problem 2 (MutripLe croIcE QuESTIONS (18 pts))

Make sure to choose all choices that you think fit the question description. There could
be more than one correct choice.

(a) If data is not linearly separable, choose all the following methods which can possibly reach a [6pts]
training (classification) error 0.
(@ Decision tree
(B KNN
¢. Perceptron
d. Averaged-perceptren
e. Logisticzegression

f. None of above

(b) Select all the following choices that can be used to reduce overfitting. [6pts]
(a) Increase the value of K in K-nearest neighbor.
(bD Prune the decision tree by setting the MaxDepth.
c. Use stochastic gradient descent instead of (batch) gradient descent to compute the optimal
solution in logistic regression.
d. Jncrease training set size.
e. Use kernel methods to map the original feature into higher dimensional feature space.
f. None of above.

(c) Select all the following choices that could potentially help with the following issue: Suppose [6pts]
the error-versus-sample size curves (learning curves) converge to smnlar (normalwed) test and
training error with sample size, but both of them are high. & gh Mor\
a. Increase-training set-size —
Use kernel methods to map the or1g1nal feature into higher dimensional feature space.
c. Simplify the-hypothesis-space
d. Reduce thefeatureset.
e. Add-£yregularization term to the objective function of hnear regression.

f. None of above



Problem 3 (Dr¢ision TREE (28 pts))

You get the following data set:

Attribute || Label
# VIWIX] Y Yo 2
140} 0}0 0
2101 1,0 1
3411010 1
4111110 0
5011111 0
Each sample has attribute V, W and X. Your task is to build a decision tree for classifying label
Y. For any log you used in this question, please use logs. You may find the logy look up table on
page 1 useful.
(a) Compute the information gains Gain(Y|V), Gain(Y[W) and Gain(Y|X). Which attribute [8pts]

would ID3 select first?
Hint: Tt is OK to leave the answer without computing the ultimate value. You may simplify
expressions in terms of logy(-), and substitute the value of logy(+) from the look-up table only

when it’s necegsary.
<
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(b) Write down the entire decision tree constructed by ID3.

(c) Find the labels using the constructed tree for the following test

tree give zero test error?
VW, X) = (

(V. W, X) = (

—_—

fesk erer =z (4WI=(0

set.

1,0,0), with label Y =1
(V,W,X)=(0,0,1), with label Y = 0
=(0,1,0

)
> ¥
), with label Y =0 -
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[4pts]
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(d) Can you find a
zero training el
algorithm?
Hint: Try to de
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ror? What conclusion does that imply about the performance of the ID3

sign the tree with the first splitting attribute as cither V or W.
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Problem 4 (PErCEPTRON AND LOGISTIC REGRESSION (30 pts))

(a) Write down the perceptron learning rule by filling in the blank below with a proper sign (+ [4pts]
or —). Note that 7 is a small constant learning rate factor. ,

1. Input x is falsely classified as tive:
p \_-y c as negative

wtl=w'_ 4" —

2. Input z is falsely classified as positive:

w =w il nx

(b) Consider a perceptron algorithm to learn a 3-dimensional weight vector W= [wo, [wl, wa] with
LY

wo the bias term. Suppose we have training set as following: oz ‘
# 1 2
z | [1,1] | [1,2] | [1,3]
Y -1 1 1
1. Show the weights at each step of the perceptron learning algorithm. Loop through the [8pts]

training set once (i.e. Maxlter = 1) with the same order presented in the above table.

Start the algorithm with initial weight w = [wo, w1, ws] = [1,0,0]. And we assume the

Iearmng rate 17 = 111
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2. Docs the v

veight vector you learned after one iteration (i.e. the final weight vector you

find in 1.) separate the dataset perfectly? If yes, briefly explain. If no, suppose now
MaxIter = 0o, can the perceptron algorithm described in 1. finally find a weight vector
that perfectly separates the training set? | :
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(¢) Consider regularized training objective function for logistic regression:
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r overfit respectively.

3. Briefly explain.
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Problem 5 (Livear RecrEssion (16 pts))
In class you have seen linear regression where the objective is as follows
J(0) =11X6 - yll3

where the rows of X are the data points. We had seen that the closed form for the global minimizer
of J(8) is.
0" — (XTX)—IXTy

Now consider the regularized objective function ej:(H): 6’, 5&{'5%;\ N 0 —Dt T,

Jo)=1X0-ylF +ll6x, |\ > i 7E

( P B T * B

where ||0]|3 = 67A0 and A = diag(A1...., A\ps1) is a diagonal mgf‘r?ixﬁ vz;ith@d?z{gonal elements
AN>0,i=1,...,D+1.

(a) Find the gradient of J(6). [6pts]
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(b) Assuming that J() is convex, find the optimal solution 8* to minimize J(0)

7502 12XTXB 2Ty + L AT =0
(Tx+HANE = KTy

DI = (¥ AY X'y

(¢) Recall that the £p-regularized objective done in class has the following form:

J(6) = 11X6 — yli3 + Al6lf5.

How does the objective in this question relate to the ¢y-regularized objective?
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