
ECE M146 Midterm
Jeffrey Allen Lung

TOTAL POINTS

116.5 / 120

QUESTION 1

Short Questions 28 pts

1.1  4 / 4

✓ - 0 pts False and correct reasoning

   - 1 pts False but partially correct reasoning

   - 2 pts False but incorrect reasoning or no reason

   - 3 pts True but attempted to reason (invalid reason)

   - 4 pts True and no reason or not attempted

1.2  4 / 4

✓ - 0 pts Correct (True/false) with correct explanation

   - 1 pts Partially correct expalanation

   - 2 pts Attempted but Incorrect explanation

   - 3 pts Attempted but no explanation

   - 4 pts No attempt

1.3  4 / 4

✓ - 0 pts False with correct explanation

   - 1 pts False with partially correct explanation

   - 2 pts False with incorrect explanation

   - 3 pts False with no explanation

   - 3 pts True with attempted explanation

   - 4 pts True with no explanation

   - 4 pts Not attempted

1.4  4 / 4

✓ - 0 pts False with correct explanation

   - 1 pts False with partially correct explanation

   - 1.5 pts False with incorrect explanation

   - 2 pts False with no explanation

   - 3 pts True with attempted explanation

   - 4 pts True with no explanation

   - 4 pts Not attempted

1.5  4 / 4

✓ - 0 pts True statement with correct explanation

   - 1 pts True statement with partially correct

explanation (mixing objective function value and

training error, simply repeating the question, etc.)

   - 1.5 pts True statement with incorrect explanation

   - 2 pts True statement with no explanation

   - 3.5 pts False statement with attempted

explanation

   - 4 pts False statement with no explanation / not

attempted

1.6  0.5 / 4

   - 0 pts False statement with correct explanation

   - 1 pts False statement with partially correct

explanation

   - 1.5 pts False statement with incorrect explanation

   - 2 pts False statement with no explanation

✓ - 3.5 pts True statement with attempted

explanation

   - 4 pts True statement with no explanation / not

attempted.

1.7  4 / 4

✓ - 0 pts True statement with correct explanation

   - 1 pts True statement with partially correct

explanation

   - 1.5 pts True statement with incorrect explanation

   - 2 pts True statement with no explanation

   - 3.5 pts False statement with attempted

explanation

   - 4 pts False statement with no explanation / not

attempted

QUESTION 2

Multiple Choice Questions 18 pts

2.1  6 / 6

   - 1 pts a wrong

   - 1 pts b wrong

   - 1 pts c wrong

   - 1 pts d wrong



   - 1 pts e wrong

   - 1 pts f wrong

✓ - 0 pts Correct

2.2  6 / 6

   - 1 pts a wrong

   - 1 pts b wrong

   - 1 pts c wrong

   - 1 pts d wrong

   - 1 pts e wrong

   - 1 pts f wrong

✓ - 0 pts correct

2.3  6 / 6

   - 1 pts a wrong

   - 1 pts b wrong

   - 1 pts c wrong

   - 1 pts d wrong

   - 1 pts e wrong

   - 1 pts f wrong

✓ - 0 pts correct

QUESTION 3

Decision Tree 28 pts

3.1  8 / 8

✓ - 0 pts all correct

   - 1.5 pts Incorrect or no gain(Y|V)

   - 1.5 pts Incorrect or no gain (Y|W)

   - 1.5 pts Incorrect or no gain (Y|X)

   - 2 pts No attempt to find gain (Y|V)

   - 2 pts No attempt to find gain (Y|W)

   - 2 pts No attempt to find gain (Y|X)

   - 2 pts Incorrect attribute picked

   - 0.5 pts Correct attribute picked corresponding to

the incorrectly computed gains

   - 1 pts Incorrect entropy of Y

   - 1.5 pts Gains not simplified

3.2  8 / 8

✓ - 0 pts Correct

   - 2 pts If root is not X

   - 3 pts Incorrect overall structure of the tree

   - 2 pts For more than one minor mistakes in the

leaves and branch labels

   - 5 pts If no tree drawn but only correct explanation

provided

   - 6 pts If no tree drawn and partially correct

explanation provided

   - 8 pts No tree drawn and incorrect or no

explanation provided

   - 1 pts Single mistake in either a leaf or a branch

3.3  4 / 4

✓ - 0 pts Correct

   - 0.5 pts Label for (1,0,0) != 1

   - 0.5 pts Label for (001) != 0

   - 0.5 pts Label for (010) != 1

   - 1 pts Correct answer for Yes/no part with incorrect

reasoning

   - 0.5 pts Correct answer for Yes/no part with no

reasoning

   - 1 pts Incorrect answer for yes/no part but attempt

at reasoning

   - 2 pts Incorrect answer for yes/no part and no

reasoning

   - 2.5 pts No attempt for yes/no part

3.4  8 / 8

✓ - 0 pts Correct

   - 1 pts Slightly Incorrect tree

   - 2.5 pts Completely incorrect tree

   - 3.5 pts No tree

   - 1 pts Mildly incorrect conclusion

   - 2 pts Incorrect conclusion

   - 3 pts No attempt at conclusion

   - 8 pts Unattempted question

   - 2 pts Conclusion unclear

QUESTION 4

Perceptron and Logistic Regression 30

pts

4.1  4 / 4

   - 2 pts 1) incorrect

   - 2 pts 2) incorrect

✓ - 0 pts correct

4.2  8 / 8

✓ + 3 pts First sample correct



✓ + 3 pts Second sample correct

✓ + 2 pts Third sample correct

   + 0.5 pts incorrect but attempted answer

   + 5 pts no bias term update / data augmentation

incorrect

   + 0 pts no answer

4.3  4 / 4

   - 2 pts First question incorrect

   - 2 pts Second question incorrect

✓ - 0 pts Correct

4.4  14 / 14

✓ - 0 pts correct

   - 3 pts Training accuracy curve wrong

   - 3 pts Testing accuracy curve wrong

   - 2 pts Overfit range wrong

   - 2 pts Underfit range wrong

   - 4 pts explanation wrong (you may need to see

adjust points)

   - 14 pts No answer

   - 0.5 pts Draw error curve instead of accuracy

QUESTION 5

Linear Regression 16 pts

5.1  6 / 6

✓ - 0 pts Correct

   - 6 pts No answer

   - 6 pts Some attempt but completely incorrect

   - 2 pts Correct answer with no explanation.

   - 3 pts Issues with answer: e.g.,Confusing linear

regression with logistic regression, what is \sigma? Or

scalar vector confusion etc.

   - 2 pts Minor error.

   - 5 pts Major issues.

   - 3 pts Confusing the derivatives and

incompatability of matrices.

   - 1 pts missing factor or small error (dimension

issues etc).

5.2  6 / 6

✓ - 0 pts Correct

   - 6 pts No answer

   - 5 pts Major errors

   - 1 pts Minor issue, missing/additional factor

   - 3 pts Closed form solution not provided but

mentioned gradient =0 and tried to simplify

   - 3 pts Multiple issues with answer such as treating

matrices as scalars and dividing two matrices or using

incorrect gradient

   - 3 pts Closed form solution not provided however

mentioned that the optimal can be found using

gradient descent

5.3  4 / 4

✓ - 0 pts Correct

   - 4 pts No answer

   - 2 pts unclear answer, minor issues

   - 1 pts accurate but not complete

   - 3 pts unclear answer, major issues
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