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In any answer on this exam , you can make reference to any definition or result from the [KT) text 
by giving a section number, page number, gray box number, verbal summary, etc . 

There is NO ne~d to provide a complete reproduction or proof of these results . Short answers are good. 

( Simi larly, you can use any definition or result from the course notes, slides, homework assignments, etc. 
Just be clear in your references to these sources. 
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A Master Theorem: for a> 1, b > 1, k 2:: 0, the solution forT (n) = aT (n/ b) + cnk is 

T(n) - 8 ( ne ) if k: < £ = 1ogb a 

T(n) - 8( ne log n ) if k = £ = 1ogb a 

T(n) 8( nk) if k: > £ = logba. 

A Minimum Spanning Tree in an undirected graph with edge costs G = (V, E, c) 
is a spanning tree T for G that has minimal total cost L eET c(e). ---._ 

A Shortest Path from a source node s to t in a directed or undirected graph G = (V, E, £) 
with edge lengths £is a path P from s to t with min imal total length L eEP ~ ~L . 
In this exam , a Shortest Path Tree is a directed tree of edges outward from ~y Dijkstra--rsa lg~ 

N 

useful identiti es: L k;P 

k= l 

_1_Np+l + O(NP) 
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1. The Master Theorem (25 points) -£ . 
Tyree platypuses meet in a bar and start to argue about the Master Theorem. 

\/(a) Master Theorem? (8 points) 
One of the platypuses says that, if we assume that a > 1, b > 2, C =1ogb a, and c and k are positive constants , 
then the recurrence T (n) = a T (n / b) + c nk has solut ion 

{ 

8 ( ne ) if a > bk 
T (n ) = 8 (nk log n) if a = bk 

8 ( n k) if a < bk. 

The other two platypuses laugh and say this is wrong. The first one gets angry and asks you to help prove it. 
The two laughing platypuses ask you to give a counterexample . What is your answer? 

~the first platypus is right, the recurrence is correct . 

D the laughing platypuses are right, the recurrence is incorrect . 

Short proof, or counterexample: J ( 
rt -, k ~i ~ t, e-' ·r r~ .... ) 

l:(' y ivk.( )tP.t_'t:J,t ·,[<;{l<..("l~>, o I fL" S··'-l·'··· 
""'"' p"' / /J- l f-!J')b~--:;... A._i f'\.- 1.r, ~ .,. 

"'t(A)-_ Q({)kj;5n) •,t 9c,h-;':;l\_ <.'f\'c) ) eqv-,>'u' J-l
(j(l\l) ~ J ,0~~'<} / k 1~ · I ( A -{- (\f\1-•.-f_,,r) ~( 

c_.;J ( n'() 'J~ (,~ ~) -=- V- , p r ~ttt r t~e.. ot- --l h-e_ tv ';1 /V' 

/ 

1 ~sc1 '(/· )/~--- \< n ~<-~ ,J .. 5,-(7 n~ h" ~vt1,~·1A .. ~-<. v(b) Laughing Theorem (8 points) ( J 
One of the laughing platypuses says that the solution of T (n) = a T (n / b) + c 1ogb n IS 

T (n ) = 8 (n log n) (assuming n is a power of b, and T (1) = 0(1)) 

and asks you to prove this . The angry platypus says no, and asks for the correct solution. What is your answer? 

D the laughing platypus is right, the solution is correct . 

ifthe angry platypus is right, the solution is incorrect. 

~h7~ ;ro~f. ~(";c )olu~io~1 e ", ~ .. , VJ 't 7 P,r,·.~. -( ....... n. 

»L 
_( (c) Time Complexity (9 points) 

""b The platypuses start fighting over the asymptotic complexity T (n) of the following algorithm A: ..P..a, 
) 

def A(x,y): tJ '- ( ) 
it lengthCx) == t: return tcx , y); recurrence: T(n) I (-:_ + /\ 
x1 = first_half(x); x2 = second_half(x ) ; 

\ rw.l'" yt : t irst_half c~); y2 = second_half cy) ; T ( l) e ( j?\ 1 ) 
~ --') z1 - A ( x1, y1 ) , ( ( " ) -

· " ./,7- z2 = A ( x2, y2 ) ; J 0 fi6 j 
~'" , .. ,. /-i,P =A( x1+x2, y1+y2 ); .Itt,- solution: T(n) /;.. ) 

_ ,. , .re~~r~ z1 + z2 + z3 + f(x,y); ~r f'Cf/Jv'f-< , 

Assume that the inputs x and y are vectors of size n, and the input lengths are always a power ,ef~7"' 
The functions first_half and second_half each take an vector of size n as input , and yield an output 
vector of size n / 2. The function f takes time 8(n) to compute if its arguments have length n. 

Please stop the fight by providing the recurrence for T(n) and its solution in the box above. 

/ 



. test Paths (25 points) / 
) ying Dijkstra's algorithm (7 points) 

Kardashian and Kanye West btfy the directed weighted graph G below for $~They are trying to apply 
tra 's algorithm to the graph, starting at vertex s . They want to know what is the order in which vertices 

~b) 

get added to the shortest-path tree . Please tell them the order by filling in the box, and draw the resulting 
shortest-path tree on their graph . 
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orde r of addit ion to sh ort est- path tree: 
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Graph with Distinct Edge Lengths (6 points) 
Kim complains that their graph is too small and spends $3M on a larger directed cy_cjj_c · raph-G = (V, E , t') . 
In this graph , all edges e have distinct (unique) lengths t' (e ) > 0. She ~ether Dijkstra 's algorithm 
is guaranteed to yield a 0)_ique shortest-path" tree from a~ source node s in her new graph . 

Your answer is : E('Yes ~ No. Of.; . 0 -).) e J~·O e 
Proof: (3,( ..-tk Jr!·r· ct r\)~' /,'1 J.01", hiV\ 1 ·~) f t?/IOJ ~<;; 

\-, ?vi:' J-<si'~L-1 J.$,'S_,"'S IS)rt-~-l<-r-f~q.r0 1 (H1 Y'f\~-1-f.p/ 1/'-~'\ l JOV"t~./'oi~ s y&vt 
r1 -< • rf /]roM 

1 
y fJV' 1/11 I )11 ' s ~J J ~ {J\_v< L{ tAL e l ~e. '" '? Vc hf + l / > "' J'. , 5 

-{ ft:::n'{ ~-fkcr ~d~e. V ~' Vh ~"'.-.J. !;e,. t->-Vtst flo eJ~.e..s n\.vt p-w- ).e/1-s...fh tev. eJs~ v..vV1 L"( 

&JJt 'n -tl'\r s~ ....... -4u t:,v.(l~(-t\& '";>. tl'\·~s-1r.. 1 ) Y<)f1 1'4 .... r'vl\. <>I\ ~~ >"1f 1
\) "·,)~ S/r' ~'-1 ~ vt(\'t.t(....-{. 

(c) Graph with Negative Edge Lengt~s (6 points) ~ h_,rf.,.y( --- p~-tl.. -tnt- tv-(r~; ~·""' 
( Kanye has a life-changing experience and realizes we all need negative edges. He buys lots of directed graphs 

\A" with negative edge lengths , but never buys graphs that have cycles with a negative total lengili. He asks you: 

I 
{ 

I 

' if I use Dijkstra 's algorith~ orthese grap~s, is its resulting shortest-path tree guaranteed to be correct? ' 

,Your answer is : D Yes ~ No. 

Proof: .I t b ~ - ( v~rd.u tY~M r .f " ef '\A/ rt ~ () fh -(" -r j e t {, 
t 1 e( l ~--y(_ I / 1 .-J 
~.r- e~ \h',) tJ)'~{Jf' c\PeJ (0 Col'lt>:'A ') rvJ..-t (.AI f'f '-( 7 

\ L( _,_ ~ ) e " "; --t ", b" -1 "' 'J-' ' e / 'l j Cj"(;> 1 ~ -{ f\ rtl vJ - II ~ ~ .e-J ~ ~ 

/ 
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(d) A1r Travel (6 pomts) (\ oi rn.'¢-lvt-. J\~ k ~-11 > J ~ -, ~-.~ . -' 
HW2 gives you the US airport graph G = (V, E , t') , and asks yo to find a shortest path t ree T from LAX. 
All edge lengths were given as distances in miles , but if we divide by some typical airspeed like 500mph, 
we can convert the edge lengths into hours . So assume each edge length £(e) is given in hours. 
Kim complains that your shortest paths are not realistic, since air travel requires at least a one-hour layover 
in each airport , so you change the length £(e) of every edge e in the graph to £' (e) = t' (e ) + 1 hour. 
Is the tree T for G guaranteef_tJ stil l be a shortest-path tree from LAX for the changed graph G' = (V, E , £') ? 

Your answer is : 0 Yes j3 No. e }t :>A r)L_ 

Proof: -:fL yoJ.. h ~ve.. _p) ,,~"L-1 -t~vt; ).,~s --~~~~~ ~ ~~~ "L 

\ h 0 V\ (I ~ j J ', ) l h. 1.'1;" (y\ I. b/ ~ D-1,~11\, ~ -.1) f»-t \ ":) \ )._ 

{ Q 5 hi) I'.A ~..-r f 0-f., ,. 1--1\ A (e) 
1

) h. r1 ,, - 1 )/ (e). 
p;~, ~ f.<"',~J) -t...-~ (~,L-)rvvhr)r ',. )_'(f-)170,,_1-(, Q(e) 
rr-1l._ ~,b),Q,() ~ 



3. Minimal Spanning Trees (25 points) ~ 
Two highly-paid consultants, Kleinberg and Tardos, are arguing about spanning trees in an undirected graph 
'7u are hired as an even more highly-paid consultant-consultant to resolve their dispute. 

V (a) MSTs with Negative Costs (9 points) 
Assume that all edge costs c are distinct, but the edge costs are permitted to be negative. 

~TZ ;:s::p 

Kleinberg argues the MST can be determined just by using Kruskal's algorithm. 

Tardos says this is ridiculous , Kruskal 's algorithm won't work in this case. 

Which consultant is right? E( Kleinberg D Tardos 

Proof: 9e t.)-VlX' /<rvc.dc>)'s vl~e>t'L...th.I'Y1 ~·,,~ ~f)t 1? .j.J..-e ~~"'J ,~ f!)l 1 ,, r 
J>-

~ r ~ J '1 o 1 1 .e...vc 'l "c .C {) e '> ~--<' "e e i ~-(_ J ~., e (X e > f" ~ 1 ·. f.-- y.; lA,_ ) J 1 fr\.D )~ 1 f ') 't--1 L, I e J~/5 
~~,f'7i ~"J 'lk"' An; nop 'l'~c eJ~-~~.> b-cAF/f J,', __ J-~ (\of~ kl tA > 0< J ,./( ~ ot"-t'A....., I 

'YFJv'\ t~" )-jVv\. llb ~·.- MS1 \J\..1it Jvt>' K/._.., v' '> ~),-1"1 1/1....-, £,v'-rr (....1\J'I-'\,0 

T'ei) i--i,v(: eJ~e (O.Yt} ~((. (}l't>'f.,-1. 

L Maximum Spanning Trees (9 points) 
The company changes its specifications so that all edge costs c must satisfy~~nd it wants an algorithm 
to construct Maximum S anr-~i·A rees~ other words, it wants an efficient algorithm that finds a spanning 
tree with th~ that the ~um o rts edge costs is maximum. 

Kleinberg says that this new Maximum Spanning Tree problem is hard, and will take exponential time to solve. 

Tardos says the problem can be easily solved with minor changes to any Minimum Spanning Tree algorithm. 

Which consultant is right? D Kleinberg ~ Tard~s , {\ . 

Proof: -~f\5--fe-'.\tJ D L ~ J J~~A j -&! 5 -.es ' .Y /p/V' -{ (,K ) rv~ L: c, .f ) -(II> v-1 ~ 
{ 0 ~ /L ·y) e .s i 1.. "(,"":.> -1."'1 , t '( 11 ~/ lvV' .._, • ~ i J- t J 5 ... s f> · ~.- e lr( I{ •• • / -r.. .... " -1 o 

)(V){)! S' J -c,.~--!V) 1 'tt\.L -He~" ~P --f'- S'¥Y1N... l/rv~.£h I'~ ( r-111/ 
V'-t: [L 7 '-),A I y Cj19f7--IL,I /0 (. -'\ "';v-

ir ~L ( <P/QpJ, V • '7 - d-.5 

N\ s 1 1

) -( 1'{.. C. ~A 0-~ ""'-{ ( I 

~ Overpaid Consultants (7 points) 
Kleinberg and Tardos cannot figure out a MST for the following graph . 
Please draw a MST for them, and tell them whether or not it is unique. 
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I Unique MST? \(j Yes D No 
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view Questions (25 points) - Cf 
j) Changing Minimum Spanning Trees (3 points) 

For an u~raph ..Q_w.ith dis~e)~ costs, which of the following statements are true? 

-\ True~ False 1Z!r The MST could change if we change the cost of each edge e from c(e ) to c(e) + 2. 

True 0 False~/ The MST could change if we change the cost of each edge e from c(e) to 2 c(e). 

T'"e 0 Fal'ei{ The MST could~ if we change the cost of each edge e from c(e) to

1 

c; e)'. ( f \ 

_ LJ! b) DAGs (6 points) !"-" ' ' ' ' ' ·. , }_) 16 ) 
True }XJ False cf' A directed graph is a directed acyclic graph if and only if it can be topologically sorted . 

True~ False ~ G is a directed acyclic graph if and only if G has a node with no incoming edges. 

True 0 False'{Zf A 'DFS tree' T starting from node s:)n an uodirected graph G is sometimes a directed 
ayclic--graph that is not a tree. P < 

~~r .4 , - (:], 
Undireqed Graphs (8 points) L--L _1: ' I ' · ·a'· 

True 0 False~ Suppose G = (V, E) is an undirected,"'C''nnected graph in which ail vertices have even 
degree . Then G is bipartite. 

Tru~ False ~ 
Tru~ False ~ 

G is a bipartite graph if and only if G has no triangles (i .e., no three nodes are a clique) . 

Suppose a weighted undirected graph G has a cycle C. and there is an edge e that is the 
unique least-cost edge in C. Then e is in every MST for G. 

True~ False 0 If all edge lengths in an undirected graph G are a constant c > 0, then for every source 
vertex s in G, a shortest path tree from s is the same as a BFS tree starting from s. 

(d) longest Path Problem (4 points) ~ t_ 
In the longest path problem, we're given a weighted directed graph G = (V, E ,f) , and 
a source s E V, and we ' re asked to find the longest path from s to every vertex in G. 
In general, it's not known whether there is an efficient algorithm to solve the Longest Path problem. 
If we restrict G to be acyclic, however, this problem can be solved in polynomial time. 
Give an efficient algorithm for finding the Longest Paths from s in a weighted directed acyclic graph G. 
(Hint : no incoming ed~e~ ~ 

f/t~IY1 f\9 J·e 7 ( t/ r '"'d h'tt-{..fV\ - 'ry( C./--,.1{,~. DVI_,. Jp V'of .-~, 
~ I I .-" ( ~ (' 

2-"r t\Od p ~5 \...1 l) -"'f ~ t>r VI\V't,"1c J . r &( &i: [._,~ (\({) d I 71Qr(_ 1 l--:_ J (/'OJ"' Yl 0-+ 

ft t_vh fJO..th .(:'r.~ j L, e.e ""' 5.fd r ' } • "' · "'~ , P''' ),~"" [ \< 1/~..,,, 
k~ ~1>'-l~r .)~,_s-1~.._, P ~{h \A"_.~J -lk., 8F) '·$ CtJM.,r0~1et ' lht /1, _(:.,( f•v~ vf.hy /\ f:rl 

~p,h ~-1 --Ht s· rdc [/{ft. ~; J-f\ d -{k fY\.c."i-~""'-1/V'.. v/lv<-L ,l) -fl--, j "A~(,)~ I ..... ,,"l ~ -1-!7 -l 
( e) Hamiltonian Path ( 4 points) L--- 1 , • 

A Hamiltonian path is a path that visits all nodes in a graph. Explain how, given a directed acyclic graph G, 
it is possible to determine in time O(V +E) whether G has a Hamiltonian path . 
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