
CM146 Midterm
Eric Lawrence Kong

TOTAL POINTS

51 / 60

QUESTION 1

1 Machine Learning Basics 6 / 6

✓ - 0 pts Correct

QUESTION 2

2 Logistic Regression 2 / 4

✓ - 2 pts a) Incorrect, logistic regression would best

suit the problem description

QUESTION 3

3 True/False 8 / 12

✓ - 2 pts Q6 Incorrect

✓ - 2 pts Q7 Incorrect

QUESTION 4

Multiple Choice 7 pts

4.1  2 / 2

✓ - 0 pts Correct

4.2  2 / 2

✓ - 0 pts Correct

4.3  3 / 3

✓ - 0 pts Correct

QUESTION 5

5 Maximum Likelihood 5 / 5

✓ - 0 pts Correct

QUESTION 6

Decision Trees 10 pts

6.1 Entropy Y 1 / 1

✓ - 0 pts Correct

6.2 Information Gain 4 / 4

✓ - 0 pts Correct

6.3 Root split 1 / 1

✓ - 0 pts Correct

6.4 Zero training error tree 2 / 2

✓ - 0 pts Correct

6.5 Change instance 2 / 2

✓ - 0 pts Correct

QUESTION 7

Weighted Linear Regression 16 pts

7.1 objective function 3 / 3

✓ - 0 pts Correct

7.2 optimal value 2 / 5

✓ - 3 pts wrong intermediate steps

7.3 OLS log likelihood 3 / 3

✓ - 0 pts Correct

7.4 MLE; variance and weight relation 5 / 5

✓ - 0 pts Correct
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Yup, redacted.
































