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CM146: Introduction to Machine Learning Winter 2019

Final Exam

March 19 2019

® Please do not open the exam unless you are instructed to do go.
¢ This is a closed book and closed notes exam.

¢ Everything you need in order to golve the problems is supplied in the body of this
exam OR in a cheatsheet at the end of the exam.

* Mark your answers ON THE EXAM ITSELF. If you make a mess, clearly indicate
your final answer (box it). : '

* For true/false questions, CIRCLE Trye OR False and provide a brief Justification for
full credit,. ‘

- ® Unless otherwise instructed, for multiple-choice questions, CIRCLE ALL CORRECT
CHOIGESV(in Some cases, there may be more than one) and provide a brief justification
if the question asks for one.

e If you think something about g question is open to interpretation, feel free to ask the
instructor or make g note on the exam.,
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Good Luck!

Legibly write your name and UID in the Space provided below to earn 2 points.

Name: SHREY  KESAvA  NAGA7AN
UID: 0@4 972 979




Name and UID /2
True/False /20
Multiple choice /32
Short questions /16
Poisson regression /10
Kernelized K-means /10
SVM /10
| Total | /100 |



1 True or False (20 pts)

Choose either True or False for each of the following statements.

(If your answer is incorrect,
partial credit may be given if your explanation is reasonable. )
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4. (2 pts) The training error of 1-Nearest Neighbor
not linearly separable.
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5. (2 pts) Given a function k(x;, x;) > 0 for all @;, z;, k is a valid kernel function.
True False
/ A if@\( 36 b %") o ) .
LOunr e p s kO ) - 50, -

Meveey Theorem - /k O, ) Ky 3 B
& | . d: 1 M ““) I)

be Loy S Kb ke

RS !
fuy,- ‘m ¢)

i
.

. VR ey \ . S A
) b (& Vot ey AT g . ‘ S
By / O b f@]f,/z) | p f\()(é', >.',i‘) / L b0 g0 |
Mgy X § ] Q4

N <,

ﬁ@‘? ’hve !\ ﬂ"g—_ﬁ'j_g_u 9!3(- “\o}uu ot /)0( /;‘&(v}

6. (9 pts) Ridge regression is more likely to overfit when we increase A where X is The~ T
non-negative weight for the regularization term. Co ko neif
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8. (2 pts) The minimum value of the K-means objective function can be zero for large
enough K. : -
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10. (2 pts) Given a sentence consisting of T words (y1,s,.. ., yr), we would like to use a
hidden Markov model (HMM) to predict parts of speech (POS) tags z, for each word
Yt € {1,...,T}. We have z, € {1,..., A}y, € 11ses=5.B} for £ € {1,..., T} where
the total number of possible words is B and the total number of POS tags is A. You
use the Viterbi algorithm to compute the most probable sequence (zi,...,z7). The
computational complexity of the algorithm scales as O(B*T).
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Multiple choice (32 pts)

CIRCLE ALL CORRECT CHOICES (in some cases, there may be more than one)

11. (4 pts) Which of these is'.zm example of an unsupervised learning problem ?

(a) From emails labeled as spam/not-spam, learn to predict if an email is spam.
(b) From documents labeled by their topic, learn to classify a document into topics.

(c) From images of handwritten digits labeled with the digit, learn a handwritten
digit classifier. '

' F‘rom a set of documents, group documents according to their topics.

12. (4 pts) Your classifier has substantially higher test error than training error. Which of
the following statements could explain this observation?

@LD The hypothesis space from which the classifier was chosen is too complex.

(b) The hypothesis space from which the classifier was chosen is too simple.

The distribution of test data differs from the distribution of training data.

C(d' The size of the training dataset is too small.

13. (4 pts) You are given a training dataset for a binary classification problem:
{{z1,1), .-, (@N,yn)} where (Zn,y,),n € {1,...,N} is an instance-label pair and
Yn € {0,1} where 1 refers to the positive class. Your classifier predicts 1 with proba- -
bility 0 < 6 < % and 0 otherwise, independent of the features of an instance. Assume

the sample size N is large. Which of following statements is true 7
{\(a):}The sensitivity of the classifier is 4.
(b) The specificity of the classifier is .

Gc) The false positive ratg of the classifier is 6.
(d) The ROC curve for this classifier is the diagonal line.



14.

15.

16.

(4 pts) Given the same training data consisting of N instances and D features, we fit
linear regression and obtain the optimal parameters BoLs. We also fit ridge regression
with regularization parameter X\ > 0 and obtain the optimal parameters @pg;zg.. Let
RS55(0) denote the residual sum of squares cost function evaluated on the training set
for the model associated with the parameter 8. Which of the following will always
hold ?

RSS(HRidge) > RSS(8os)
(5) RSS(Onigge) < RSS(Bo1s)
(c) RSS(Oridge) = RSS(O0Ls)

@)Rsswow) >0,

(4 pts) Let X € RV*? be the design matrix with each row corresponding to the
features of an example and ¥y € RM be a vector of all the labels. The OLS solution

is Qorp = (X*X )_IX Ty. Given a new test data point @, our prediction for this
data point is given by forp = BorLpTx. We then scale each feature in the training
and the test data by 2 and compute the OLS solution Bnew to make our prediction -
Unew = Ongw . What is the relation between gyew and jorp?

(8) Inew = 20oLD
(b) dvew = 4oLp

(¢) Inew = 200D
TN A
{\(dj) YNEW = YoLp

(4 pts) Random variables (X1, Xs, X3,Xy) are distributed according to a Markov
model. Which of the following statements is true of the distributions of these ran-
dom variables?

(a)‘ P(z1, 29,73, 74) = P(x1)P(xo) P(z3) P(z4)

e

(b?)P(xl,mz,z3,x4) = P(xl)P($2|$1)P(3’3]$1,$2)P($4|$1,5U2,33,3)
(c) (21,22, 23, 24) = P(z1) P(22]2,) P(3|22) P(24)3)
d) P($4|SL’1, Zo, $3) = P(£E4IIL'3)
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17. (4 pts) We would like to run PCA on a dataset with 100 samples and five features. The
eigenvalues of the covariance matrix are (80, 15, 5,0, O).. What is the minimum number
" K of principal components needed so that the transformed K features explain at least

90% of the variance?

(a) 1
©))2
(c) 3
(d) 4

18. (4 pts) We would like to apply the EM algorithm to estimate the parameters of Gaus-
sian' Mixture Models (GMMs). Which of the following are true of the EM algorithm

applied to GMMs?

«“’Mm'-
{ (a) /In the E-step, we compute the probability that a data point is drawn from each
mixture component.

(b) In the E-step, each data point is assigned to one of the mixture components.
/(5) In the M-step, we update the mixture weights of the GMM.

(d) /In the M-step, we update the mean and covariance matrix of each mixture com-

. &
" ponent.




Short Answer Questions (16 pts)

Most of the following questions can be answered in one

or two sentences. Please make
your answer concise and to the point,

19. (4 pts) Describe the difference between mazimum lik
mazimum o posteriori estimation (
equivalent to MLE?

elihood estimation (MLE) and
MAP), and state under what condition MAP is
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20. (6 pts) Given vectors = and 7 in R?, define the kernel Kp(z;
value £ > 0. Find the corresponding feature map @s().
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21. (6 pts) We are given the confusion matrix for a binary classifier.

Actual class Negative Positive
Predicted class '

Negative .80 50
Positive 20 50

Compute the following quantities related to its accuracy:

(a) (1 pts) True positives

e

(b) (1 pts) False positives

(¢) (1 pts) Recall
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(e) (1 pts) Precision
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22 Kernelized K-means (10 pts)

K-means with Euclidean distance metric assumes that each pair of clusters is linearly sepa-
rable. This may not be the case. We have seen that we can use kernels to obtain a non-linear
version of an algorithm that 'is linear by nature and K-means is no exception. Recall that
there are two main aspects of kernelized algorithms: (i) the solution is expressed as a linear
combination of training examples, (ii) the algorithm relies only on inner products between
data points rather than their explicit representation. We will show that these two aspects
can be satisfied in K-means.

1. (3 pts) Let 2z, be an indicator that is equal to 1 if the z, is currently assigned to the
k™ cluster and 0 otherwise (1 <n < N and 1 < k < K). Show that the k™ cluster
center p,, can be updated as }: —1 Ok Ty, Specifically, show how any can be computed
given all 2’s.

2. (3 pts) Given two data points x; and x5, show that the square distance [[z; — xa]|?
can be computed using oply(lim:ar combinations of) inner products.
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3. (4 pts) Given the results of the above two parts, show how to compute the squared
distance ||z, — p,|? using only (linear combinations of) inner products between the
data points. xy,... , Tn (You can leave your answer in terms of oy, and inner product
of &, and xy.

Note: This means that given a kernel K, we can run Lloyd’s algorithm. We begin
with some initial data points as centers and use the answer to part ¢) to find the
closest center for each data, point, giving us the initial Znk's. We then repeatedly use
the answer to part a) to reassign the cluster centers and use the answer to part c) to
reassign points to centers and update the z,;’s. :
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23 Poisson Regression (10 pts)

We want to predict the number of user clicks on a website. The number of clicks takes on
values in {0,1,2,...}. In class, we showed how linear regression (ordinary least squares) can
be interpreted as a probabilistic model where the output is real-valued. Logistic regression
is a probabilistic model where the output takes values in {0,1}. In this problem, we want
to model outputs in {0,1,2,...}.

In this example, we have a training set {(zn, yn)}f:’=1 where x, € R” and y, € {0,1,2,...}.
Now we model our target y, as distributed according to a Poisson distribution. Specifically

: |
P (Yn|@n; 0) = o1 P (yn8" @) exp (~ exp(67z,))
N

1. {4 pts) Write the log likelihood of the parameters [(6). Express your answer in terms
of Yn, Ty, 6.
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2. (6 pts) Show that the gradient can be written in the form Vi(0) = 3=V | ¢, for some

€n. Write €, in terms of x,, ¥, and 8.
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24 SVM (10 pts)

We are attempting to use hard-margin SVM to solve a binary classification problem given
a dataset D that has two samples {(z1,41), (z2,¥2)} with z; € R and y;.€ {1, +1}, (z; =

0,51 = —1) and (x5 = /2,3, = 1). To obtain a non-linear classifier, consider mapping the
data points by ¢(z) = [1,v2z,2%7 to a 3-dimensional space. The hard-margin SVM has
the form '
minus lholl}
st yi(wTe(e) +b) > 1 » (1)

Ya(w” d(za) +b) > 1

1. (2 pts) Write a vector that is parallel to the optimal vector w* and justify your answer.
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of the margin achieved by the optimal w*. ¥ :

1
1 g

2. (2 pts) Write down the value

b
Poa g
1 A

¥




3. (2 pts) Solve for w* using the fact that the margin is equal to

[fw=|l2"




5. (2 pts) Given a new data point Znew, what is the prediction of the label for Zye, using
the above parameters?

L W
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Identities

Probability density /mass functions for some distributions

Normal :

Multinomial

Poisson

Matrix calculus

1 T — u)®
P(z; p, 02) = omo? €xp (,_(_Q_U.zﬁ)_)

K
P(x;n) = Hmﬁk
k=1

Z 18 a length K vector with exactly one entry equal to 1
and all other entries equal to 0

AT —A
P(z;)\) = —E%L_)

Here x e R b ¢ R™ A € Rn*n, A is symmetric,

VeTAz = 24z
btz = b
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You may use this page for scratch space.
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