CM146: Introduction to Machine Learning Fall 2019
Midterm Solution

Nov. 4t 2019

Please do not open the exam unless you are instructed to do so.
¢ This is a closed book and closed notes exam.

e Everything you need in order to solve the problems is supplied in the body of this
exam.

o Mark your answers ON THE EXAM ITSELF. If you make a mess, clearly indicate
your final answer (box it).

o If you think something about a question is open to interpretation, please make a note
on the exam.

o If you run out of room for your answer in the space provided, you can write it down
in the last page and indicate clearly that you've done so.

o You may ask TA for scratch paper or scratch in the last page of the exam.
e You have 1 hour 30 minutes {90 minutes).

o Besides having the correct answer, being concise and clear is very impor-
tant. For full credit, you must show your work and explain your answers.

Good Luck!

Legibly write your name and UID in the space provided below to earn 2 points.

Name: Vamn Ean

UlID: 204939452




Short Questions (27pts)

1. (10 pts) True OR False (check the box).

(a) Decision tree with a larger depth is more likely to generalize better to new data

points.
Ll True : @/Faise

(b) 5-NN (KNN with K=5) is more robust to outliers than 1-NN.
& True [ False

(c) Comparing to stochastic gradient descent, gradient descent can always find the
global minimum, :
& True [ False

(d) A classifier that attains 100% accuracy on the training set is always better than
a classifier that attains 70% accuracy on the same training set.

{1 True i False
(e) If data is not linearly separable, K-NN algorithm cannot reach training error zero.
O True E¥ False

2. (9 pts) Multiple Choice (check the box).

(a) Suppose we want to compute 10-Fold Cross-Validation error on 1000 training
examples, We need to compute error N; times, and the Cross-Validation error
is the average of the errors. To compute each error, we need to build a model
with data of size N3, and test the model on the data of size N5. What are the
appropriate numbers for Ny, Ny, N3?

BA. Ny = 10, Ny = 900, N3 = 100
[0B. Ny =1, Ny =800, N3 = 200

L C. Ny =10, Ny = 1000, N3 = 100
O D. Ny =1,N; = 1000, N3 = 1000

(b) Let Xi,..., Xy areiid. random variables with the same distribution of 2 random
variable X. Let E[X] to be the expectation of X. What is the expectation of
Xl-f—Xz"i“...wlh.XM? : . J
A E[X] @B NEX] 0OC NEX 0OD.o

{c) A coin is tossed 100 times and lands heads 60 times. What is the maximum
likelihood estimate for the probability of heads.

OA1  OBo02 ©&C06 [IDO
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3. (8 pts) We are given two-dimensional inputs T and their corresponding output ;. We
denote z;1 and Ti2 to be the first and second dimension of ;. We use the following
linear regression model to predict ¥

Y = Wiy + Weli2-

Given a data set {(z,9:)}i =1, . N, derive the best wy and w, that minimize the
square error. To simplify the angwer, you can use the following notations:
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Decision Tree (15 pts)

Consider the following training dataset with 2 features (Age and Weight), and the outcome
is Diabetes. You don’t have to simplify your answer and note log, 3 =~ 1.6,log, 5 =~ 2.3.

Patient  Age Weight | Diabetes Patient  Age Weight | Diabetes
1 Young Heavy No * 7 Young  Light No
2 Young  Heavy No 8 Young  Light No
3 Young Heavy No 9 Old  Heavy Yes
4 Young Heavy No 10 Old  Heavy Yes
5 Young  Light No 11 Old Light No
6 Young  Light No 12 Oid Light No

1. (3 pts) What is the entropy H(Diabetes)?
Hint: H(S) =~ 3200, P(S = a,) log, P(S = ay)

Hbiabelee) o U bg Y~ Tl %

2. (3 pts) What is the information gain if we partition the data on the attribute Age?
- Hint: Gain($, A) = H(S) — P vevatus(a) T H (5). ‘
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3. (3 pts) What is the information gain if we partition the data on the attribute Weight?
tarivbon o iy elpt ey = 1/ Lij Wt =i/,

ot o ’ .
v Lo [V
O =@ gy ey ) o B
ey 2. 24 : 1
¥ w“““/é !Ua s b4 EX [O il‘;:iz}i
9 ol “ é‘/é
{?i_ .-,:asl?x L, 3 J,,‘” 4 Y | A T S VS Ay
k ,11,"0{‘,)/, 5:’\!) = 2\_ e Htv;]/é b/%{n%“‘)% b :l /é EDJ 74 2t



4. (3 pts) Apply the ID3 algorithm to build the tree using both features Age and Weight.

[ ke |

Dinberes = s

5. (3 pts) Find another tree that yields the same training error as the tree built by ID3.
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Perceptron (20 pts) -
In this problem we consider various variants of Perceptron and explore their properties.

1. (2 pts) First, complete the Line 3 of the Perceptron algorithm by choosing
from the following options. (Hint: Given a data point (i, 1), if the cur-
rent model parametrized by w makes a wrong decision, the model will update.)
(@) w'z; >0 M)w=1 (¢)ywle>0 (d) yiwTz; <0
() wha; <0 {fy; = —1

Algorithm 1 Perceptron with learning rate o
1: Initialize w =0
: for each (z;,1;) € Dypgin, where 4, = 1 or —1 do

e

if () 40 %, 20 then
W — W+ ayTy
end if
end for
return w

2. (3 pts) Can we set o = 07 First answer yes/no then explain your answer,
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3. (5 pts) Choose a learning rate such that when the algorithm sees two consecutive
oceurrences of the same example, it will never make a mistake on the second occurrence.
Prove your answer is correct. (Hint: before update, statement in Line 3 is True. After
the update, it has to be False) o . ] e I
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. We prove the convergence of Perceptron algorithm in class. In the following, we will
derive the mistake bound of the Perceptron algorithm with learning rate . We assume
(1) there exist a vector u and y > 0 such that |[u|| = 1 and for all data (%, %) € Dirain,
yz(u mt) > v (2) there exist R > 0 such that |{z;]] < R. Complete the following proof.

(a) (3 pts) Let w® represent the weight vector w after £ updates. We further assume
w =0 (i.e., w is initialized with a vector with all zeros). Prove whu > tay.
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(b) (3 pts) Show that after t updates, wtl|2 < ta*R2 7 ‘ﬁ? -
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(c) (3 pts) What is the mistake bound of the Perceptron algorithm with learning rate
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(d) (1 pts) Does the choice of a affect the mistake bound? (Yes/No)
N -



Logistic Regression (24 pts)

Remember we mentioned in the lecture, for a binary classification problem y = 1, —1 logistic
regression model P(y = 1liz) by Py = 1|z} = o(wTz) = 1/(1 + exp(—w¥z)). In the
following, we consider a variant of logistic regression and model P{y = 1|z) with

1

TN
oy(w'z) = 1+ exp(—wTz/vy)’

where v > 0 is a hyper-parameter that can be tuned. Answer the following questions.

1. (3 pts) When w'z — oo, what is the value of o, (w"z)?

2. (3 pts) When w2z — —oo, what is the value of o, (w”z)?
‘. v L‘ﬂJ "Pl g =0
3. (3 pts) W%?t flappen 3:Jvhen ¥ —r oo? f/ o /f }
G, (W)~ V2 e .
4. (3 pts) What happen when v — 07
e (W)= |

5. (4 pts} Show that for any v the decision boundary is a linear function.
trOTn = deeigon Boun chmj
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Maximum Likelihood (12 pts)

Let &y, ..., &y are 1.i.d. random samples from the exponential distribution with the proba-

bility density function (pdf):
P(z) = Aexp(—Az).

Answer the following questions.

1. (3 pts) Write down the joint probability of P{z1, s, ..., %)

s _, ?VD‘MM | %
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2. (3 pts) What is the log likelihood of A given the dataset {z1,%s,...,T N7
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3. (6 pts) Derive the maximum likelihood estimator of A (i.e., find the A that maximizes

the likelihood).
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If you run out of room in answering questions, you can continued your answer here. Please
indicate clearly that the answer is in the last page.
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