
CS M146 Midterm
Vincent Cheung

TOTAL POINTS

77.5 / 100

QUESTION 1

1 True/false 15 / 18

   - 0 pts Correct

✓ - 3 pts (a) incorrect (e.g., saying p(x) is probability)

   - 3 pts (b) incorrect

   - 3 pts (c) incorrect

   - 3 pts (d) incorrect

   - 3 pts (e) incorrect

   - 3 pts (f) incorrect

   - 2 pts (a) partial points for showing how to use

integral to get probability from p(x) and arguing 0 \leq

integral p(x) \leq 1  (but we are asking p(x), not integral

p(x) )

QUESTION 2

Short Question 23 pts

2.1 (a)-(d) 13 / 13

✓ - 0 pts Correct

   - 4 pts (a) incorrect

   - 3 pts (b) incorrect

   - 3 pts (c) incorrect

   - 3 pts (d) incorrect

   - 2 pts (a) partially correct

   - 1.5 pts (b) partially correct

   - 1.5 pts (c) partially correct

   - 1.5 pts (d) partially correct

   - 0 pts (b) should specify tuning "hyper-parameter"

2.2 (e) 0 / 10

   - 0 pts Correct

   - 1 pts Answer correct but missed one/two steps

while proving

   - 2 pts Some minor mistakes/missed a important

step

   - 5 pts Major mistakes, but mentioned some

important points like solving a linear system Xw. E.g.,

trying to solve Xw = 0 instead of Xw = y or mention X

is invertible

   - 8 pts only mentioned definition of linear

independence

✓ - 10 pts incorrect

QUESTION 3

Decision tree 15 pts

3.1 (a) i, ii 7 / 7

✓ - 0 pts Correct

   - 2 pts a) i. incorrect

   - 0.5 pts a) i. partially incorrect

   - 5 pts a) ii. incorrect

   - 2.5 pts a) ii. partially incorrect

3.2 (a) iii 0 / 3

   - 0 pts Correct

   - 1.5 pts a) iii. Partially incorrect

✓ - 3 pts a) iii) incorrect

3.3 (b) 2.5 / 5

   - 0 pts Correct

✓ - 2.5 pts partially incorrect

   - 5 pts incorrect

QUESTION 4

Perceptron 23 pts

4.1 (a) (answer 2,4,5,6; 4,5,6; 2,4,6; 4,6; are
all okay) 4 / 4

   - 4 pts Totally wrong

   - 2 pts Partially Correct

✓ - 0 pts Correct

4.2 (b)  4 / 8

✓ - 4 pts did mention yx or mention learning rate, but

got totally wrong with the constraint of the learning

rate

   - 0 pts correct



   - 2 pts made tiny mistakes on the constraint of the

learning rate

   - 8 pts did not mention yx or learning rate (yx is the

basic and necessary component when updating the

weights)

4.3 (c),(d) 6 / 6

   - 3 pts c is wrong

   - 3 pts d is wrong

   - 6 pts both c and d are wrong

✓ - 0 pts all correct

   - 1 pts c is partially correct: mention "adding

dimension" without specific solutions or with wrong

solutions

   - 1 pts d is partially correct: A. wrong w0w1w2

B.neglect the question "only solution"

4.4 (e) 5 / 5

   - 2 pts  partially correct, e.g. draw a correct diagram

✓ - 0 pts correct

   - 5 pts wrong

QUESTION 5

19 pts

5.1 (a) 3 / 3

✓ - 0 pts Correct

   - 1 pts No Y prediction

   - 1 pts Incorrect Prediction

   - 1.5 pts Wrong calculation & not finished; no Y

prediction

   - 1.5 pts Incomplete & wrong calculation

   - 0.5 pts Wrong calculation

   - 0.5 pts No Y prediction after calculating

probabilities

   - 1.5 pts Wrong calculation & wrong prediction

   - 1 pts Wrong formula is used

   - 0 pts Slight mistake in calculation

   - 1.5 pts Not finished; no Y prediction

   - 1 pts Your calculation is wrong & how you get Y?

See solution

   - 0.5 pts You need to show how you get Y

   - 1 pts Wrong calculation & prediction is wrong

   - 3 pts No answer

   - 2 pts Unfinished

5.2 (b) 6 / 6

✓ - 0 pts Correct

   - 2 pts But you need to prove it.

   - 1 pts You need to show that the other form of this

classifier is w^Tx= 0

   - 6 pts Wrong answer

   - 0.5 pts See the solution in CCLE

   - 1 pts See the solution in CCLE

   - 2 pts Your proof is not correct

   - 3 pts Wrong perception ; see the solution on CCLE

   - 2 pts I did not understand what have you written.

Assuming you have written 'linear classifier' I have

graded. You need to prove it. Please the the solution

on CCLE

5.3 (c) 10 / 10

✓ - 0 pts Correct

   - 0 pts You forgot to mention the sum

   - 2 pts Please see the solution on CCLE

   - 10 pts No answer

   - 5 pts Unfinished

   - 8 pts Wrong answer

   - 0 pts Slight mistake

   - 2 pts How??

   - 9 pts No answer

   - 8 pts Not finished

   - 0 pts Mistake

   - 3 pts Please see the solution on CCLE

   - 5 pts Not correct.

QUESTION 6

6 name 2 / 2

✓ - 0 pts Correct
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