
19F-COMSCIM146-1 Midterm
GREGORY LEE

TOTAL POINTS

87 / 100

QUESTION 1

1 Name 2 / 2

✓ - 0 pts Correct

QUESTION 2

Short Questions 27 pts

2.1 True/False 10 / 10

✓ - 0 pts Correct

   - 2 pts a) incorect

   - 2 pts b) incorrect

   - 2 pts c) incorrect

   - 2 pts d)incorrect

   - 2 pts e) incorrect

2.2 Multiple Choice 9 / 9

✓ - 0 pts Correct

   - 3 pts a) incorrect

   - 3 pts b) NE[X}

   - 3 pts c) 0.6

2.3 Regression 6 / 8

Write down the J(w)
✓ + 2 pts correct write down the square error

   + 1 pts partly wrong of the error formulation

correct gradient w.r.t. w1
✓ + 2 pts all three terms correct

   + 1 pts partly correct  (pos/neg sign)

   + 0 pts wrong gradient

correct gradient w.r.t. w2
✓ + 2 pts all three terms are correct

   + 1 pts partly correct (+/-)

   + 0 pts wrong gradient

correct simplified result for w1

   + 1 pts correct result for w1

   + 0.5 pts correct result based on the wrong

gradient calculation or partly correct simplification; or

no final substituation at all (get equation w1=sth. but

has w2 there)

   + 1 pts correct closed form result

   + 0.5 pts trying to use closed form but wrong

calculation

   + 0 pts no solution for w1 or completely wrong

answer

correct simplified result for w2
   + 1 pts correct final result

   + 0.5 pts partly wrong because the wrong gradient

calculation or wrong simplification procedure; or no

final simplification at all (get w2=some equation but

still have w1/w2 there)

   + 1 pts correct matrix formulation

   + 0.5 pts using closed form but wrong formulation

   + 0 pts no solution for w2 or completley wrong

answer

Directly use the closed form
   + 8 pts correct w result

   + 2 pts correct closed form equation

   + 3 pts correctly write down the X^TX

   + 3 pts correctly write down the (X^Ty)

   + 1 pts wrong shape of the matrix

   + 1 pts partly mistake in the last final step

   + 1 pts partly correct closed format

   + 1 pts partly correct substituation of the matrix

   + 0 pts nothing

QUESTION 3

3 Decision Tree 15 / 15

Q1



   - 2 pts 100% wrong formula

   - 0 pts Wrong answer, we didn't ask to compute

exact number, so as long as entropy formulation is

correct, we don't remove points.

   - 1 pts Half wrong formula

   - 3 pts Anything else not above

Q2
   - 2 pts 100% wrong formula

   - 0 pts Wrong answer, we didn't ask to compute

exact number, so as long as entropy formulation is

correct, we don't remove points.

   - 1 pts Half wrong formula

   - 3 pts Anything else not above

Q3
   - 2 pts 100% wrong formula

   - 0 pts Wrong answer, we didn't ask to compute

exact number, so as long as entropy formulation is

correct, we don't remove points.

   - 1 pts Half wrong formula

   - 3 pts Anything else not above

Q4
   - 1 pts Wrong tree but correct use of entropy and

reasoning in Info Gain

   - 2 pts Wrong tree without any reasoning. Remove

points when entropy formula and numbers are

correct. Conditioned on Q1-3, students should know

how to use Info Gain. This is important concept.

   - 1 pts Draw 2 trees but did not say which one is

chosen

   - 1.5 pts Correct reasons, but incorrectly use

entropy formula

   - 1 pts Wrong application of entropy formula, and

wrong tree without explanation.

   - 1 pts Not consistent with entropy computation.

   - 1 pts write algorithm but not say what is the tree,

or say using info gain

Q5
   - 2 pts Anything absolutely wrong. We do not take

points off Q5 if its answer depends on Q4.

   - 3 pts Does not attempt at all.

✓ - 0 pts 100% correct everything

QUESTION 4

4 Perceptron 11 / 20

✓ + 2 pts Q1 [2 pts]: answer is "d".

Q2 [3 pts]
✓ + 1 pts Answer is No.

✓ + 2 pts The weight will not change and stay the

same as the initial value.

   + 0 pts Note: weight can be initialized as any value

and not necessarily to be zero.

   - 0.5 pts Partially Correct for the second checkpoint:

not only the weight not converged, the weights

actually will not be updated

   + 0 pts Note: I think you understand this question,

although we shouldn't allow the parameter not

updated.

Q3 [5 pts]
✓ + 2 pts Before Update: y_i w^T x_i <= 0;

After Update: we want y_i (w + \alpha y_i x_i)^T x_i >

0

✓ + 2 pts \alpha > -y_i w^T x_i / ||x_i||^2 y_i^2

✓ + 0.5 pts Since y_i = +1 or -1, y_i^2 = 1

✓ + 0.5 pts Therefore: \alpha > -y_i w^T x_i / ||x_i||^2

   - 1 pts Sign is reversed for checkpoint 1.

   - 0.5 pts Lack of explanation for the second, third

and fourth checkpoints.

   + 0 pts We can actually choose any learning rate

larger than -yi w xi / ||xi||^2, instead of only the

marginal value.

   + 0 pts Note: I assume you know the third

checkpoint: y_i^2 = 1, but you should actually clarify it.

   - 0.5 pts Note: you cannot delete x or y from

nominator and denominator, as it's matrix

multiplication

   - 0.5 pts Note: x not necessarily only have two

dimension.

   - 0.5 pts Note: It's ||x||^2, not ||x^2||. Please see the

definition of norm.

   - 0.5 pts Note: miss a x for norminator

   - 0.5 pts Sign is reversed for checkpoint 2



Q4(a) [3 pts]
   + 1 pts u^T w^t =  u^T (w^{t-1} + \alpha y_{I_t} x_{I_t}).

   + 1 pts \forall i, y_i(u^Tx_i) >= \gamma.

✓ + 1 pts induction and initial state (w^0 = 0).

   - 1 pts Missing alpha for the first point, and more

alpha in the second checkpoint.

   - 0.5 pts Lack of explanation for the third

checkpoint on initial state (w^0=0)

   - 1 pts Didn't combine the first two checkpoints and

get correct bound.

   + 0 pts Note: in 4(b) you mention w^0 = 0, here I

assume you know it, but you should actually clarify it.

   - 0.5 pts Didn't finish the proof

Q4(b) [3 pts]
   + 0.5 pts ||w^t||^2 =  ||w^{t-1} + \alpha y_{I_t} x_{I_t}||^2

= ||w^{t-1}||^2 + 2\alpha y_{I_t} (w^{t-1})^T x_{I_t} +

(\alpha y_{I_t})^2 ||x_{I_t}||^2.

   + 0.5 pts Since the perceptron with parameter (w^t)

makes mistake on data point (x_{I_t}, y_{I_t}): y_{I_t}

(w^{t-1})^T x_{I_t} < 0.

   + 0.5 pts Since y_i = +1 or -1, y_i^2 = 1.

   + 0.5 pts By definition, ||x_t||^2 <= R^2

   + 1 pts induction and initial state (w^0 = 0).

   - 0.5 pts Lack of explanation for the second, third

and fourth checkpoints (how to derive ||w^t||^2 - ||w^{t-

1}||^2 <= alpha^2 R^2).

   - 0.5 pts Lack of explanation for the fifth checkpoint

on initial state (w^0=0)

   + 2.5 pts Another proof. I think it's correct, except

that you should clarify w^0=0. Also, better to clarify

why ||sum(yi*xi)||^2 <= max(||yixi||^2)

   + 2.5 pts Another proof. I think it's correct, except

that you should clarify ||yi||=1.

Q4(c) [3 pts]
   + 1 pts Cauchy Schwarz Inequality: w^t \cdot u <=

||u||||w^t||.

   + 1 pts ||u|| = 1.

   + 1 pts mistake bound is R^2/gamma^2.

   - 0.5 pts Lack of explanation for the first and second

checkpoints.

   + 0 pts Note: ⊥ means vertical, and // means

parallel. The in-equation w \cdot u = ||w|| only holds

when u // w, instead of u ⊥ w. And also this inequality

is cauchy schwarz inequality, better to clarify it.

   + 1 pts Q4(d) [1 pts]: No, as \alpha doesn't appear in

the mistake bound.

QUESTION 5

5 Logistic Regression 22 / 24

   - 3 pts Logistic Regression Q1 : correct ans is 1. Your

ans is incorrect.

   - 3 pts Logistic Regression Q2. correct ans is 0.

Your ans is incorrect.

   - 3 pts Logistic Regression Q3: correct ans is 1/2.

Your ans is incorrect.

Logistic Regression Q4. Given gamma = 0
   - 1 pts sigma = 1 when w^Tx>0 (not mentioned)

✓ - 1 pts sigma = 1/2 when w^Tx=0 (not mentioned)

   - 1 pts sigma = 0 when w^Tx<0 (not mentioned)

   - 0 pts You have slight mistake

Logistic Regression Q5.
   - 1 pts Did not mention Probability condition

unchanged or P(y=1|x) >=0.5

✓ - 2 pts Did not derive From P(y=1|x) >=0.5, to w^Tx

>= 0

   - 1 pts w^Tx >= 0

✓ + 2 pts Simply mention that From P(y=1|x) >=0.5, it

can be derived that w^Tx >= 0 but does not derive it.

   - 0 pts You have slight mistake in calculation.

   - 4 pts Logistic Regression Q6. Correct ans is 1-

P(y=1|x) = 1/(1+exp(w^Tx/gamma)). Your answer is

incorrect.

Logistic Regression Q7.
✓ - 1 pts Need to consider both cases when y=1 and

y=-1.

   - 2 pts incorrect/no mention of product of P(y|x) or

sum of log(p(y|x))

   - 1 pts incorrect/no mention of (i) max of -log

function or (ii) min of +log or max of P or (iii)

product/sum but mention P or log P

   - 0 pts You have slight mistake. or Your answer is



unclear.

   - 1 pts either in the equation (1) You used sigma in

place of y or (2) did not use any y or (3) you forgot to

use log

   - 0 pts Logistic Regression: All correct

QUESTION 6

6 Maximum Likelihood 12 / 12

1)
✓ + 1.5 pts Product decomposition

✓ + 1.5 pts Correct indices/expression

2)
✓ + 1.5 pts Log of joint distribution

✓ + 1.5 pts Correct log transformation

3)
✓ + 2 pts Partial with respect to lambda

   + 1 pts mistake on partial with respect to lambda

   + 1 pts set to zero + wrong math

✓ + 2 pts Setting to zero

✓ + 2 pts Correct final expression

   + 1 pts Final expression minor mistake (sign, N

missing)

   + 0 pts No attempt/wrong

   + 12 pts All correct
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