_ Student ID:

CS 112 1st Mid-term Spring 2017
4:00 am—5:50 pm  April 24th

Notes:

1: The mid-term is closed book, closed notes.
2: Calculator allowed. No other electronic devices allowed.
3: One 8.5x11 paper both sides can be used cheat sheet is allowed.
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Multiple Choice Questions. éa y select the appropriate answer for each of the following

questions.

(1) In an exam with 4 multiple choice questions, Each question have 3 different choices.
Assume you select the answer of each question by selecting one of the answers at
random with equal probakility and .the choice you make for every question is inde-
pendent from choices ygu make for others. What is the probability of answering all
questions right and what is the probability of answering all of them wrong ?

(3) Which one is the solution f ""‘the following differential equation:
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e Problem 2. (5 points) £7/
Assume that packets arriving at your computer Irom the network belong to one of four
different types : A, B, C, or D. The type of each packet is independent from the types of
other packets. The probability of packet type to be type A is 0.3, type B is 0.4, type C is
0.2, and type D probability is 0.1.

e What is the probability that among the first 8 packets you receive, there will be equal
number of packets from each type ?

e What is the probability that the first packet of type C' is is recieved on or after gth
one ?
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= Problem 3. (5 points) /
You are developing a machine learning classifier etect pedestrians from a camera fixed
on a car. You came up with a powerful pedestrian recognition algorithm that when there is
a pedestrian in front of the car it will be able to recognize her with 98.5% accuracy.
(1) When tested on the road, What is the probability that the first person it fails to
recognize is the 10th person 7
(2) If the total number of pedestrians the algorithms will be tested with = 1000, what is
the probability that it will be able to recognize more than 95% of the test subjects. -
p

‘“\} Let X~ Geo (¢ = | - 0.985 - 0.0 be the ey PPA‘C*(:J’:“«"« He oif

By -1 \ 16 ° i
PLx=10] = (1-0.015)" " 0.015 - 0.985" 0015 |~ 0.0131 |

Siher '{n;l_g o fCcedyive.
\Y

2) O QR VN (P = ot o the 0 e i pedesteioy coteeetly recoamacd
( ) ket ) Lin{n=1o0o, p- o‘%v} be the numbec of pedeSirions  Colve { nized,
oLt ot (oo,

“

{000

ely s O sipaf 1l =2 PTvs0cp 1 = ll‘)OO"\l ¥
POx> 085 to00] = PIx>3501 = T (5°)0.985” ()-o.98

L1000~
)

v/




Problem 4. (5 points)
Among visitors to an e-commerce web site that sells Books, CDs and Drawings, 40% of
the visitors buy books, 35% request CDS, and 25% request Drawings. Of those customers
requesting books, only 30% request fast shipping. Of those customers requesting CDs, 60%
fill request fast shipping, while of those requesting Drawings, 50% request fast shipping. If
the next customer asks for fast shipping, what is the probability that he is buying books ?
Assume a customer will buy only one type of goods a time.

het B = boska, C=chs, D= diowings, F = fost shigging.
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Problem 5. (5 points)

Using z-transform, prove that theTmerging of n» mutually independent Poisson streams with

" 2 g n
parameters Aj, Mg, ..., A, produces a Poisson stream with parameter .- | ;.
W .
\ YRV AR . ~ T 5 kT
LQ+ 1(‘ ~ VO!('P:.; , V€1 4n = F!}/« “n J ze ';—“*

T S i N o4 _ = <
Z X B“ ? P U ~n} z (o\diy\h}w ol =- tomeforvn |
W ’
‘::—3 » :\, b2
= 3 o o 2z
fi=0 N

Whis form 15 the 2-tonsdacn

n N
Y ~ Po}(.‘%’ MY

zr X( i PM{ . I\‘/
1=t /



