CS 111 Midterm exam

MITTAL; ATIBHAV

TOTAL POINTS

91/100

QUESTION 1

1 Dirty bits 10/10

v - 0 pts Correct

- 10 pts No answer

- 5 pts Incorrect in explaining why dirty bit improves
performance

- 5 pts Incorrect in explaining how dirty bit improves
performance

- 2 pts Did not link performance increase to less
disk I/0

QUESTION 2
2 ABIl and system call interface 9/10

- 0 pts The subset relationship is clearly stated in
the answer.

- 10 pts No answer

- 3 pts Wrote down some sentences related to
question, but didn't clearly mention system call
interface is a subset of ABI.
v -1 pts More close to the answer but still missing

clearly mentioning the subset relationship.

QUESTION 3

3 Shared libraries 10 /10
v - 0 pts Correct
- 10 pts No answer
- 4 pts Missing details: multiple processes accessing
the shared global data at the same time would be a

problem.

QUESTION 4
4 System calls and trap instructions 10 /10
v - 0 pts Correct
- 10 pts No answer

- 2 pts Did not mention transition of processor from

unprivileged mode to privileged mode

- 2 pts Did not mention OS runs appropriate code
for the system call

- 2 pts Did not explain usage of trap handler

- 2 pts Did not mention OS will determine what trap
was caused by trap instruction

- 2 pts Did not mention associated parameters

preset by user application are saved

QUESTION 5

5 Working sets and page stealing 10/10
v - 0 pts Correct

- 10 pts No answer

- 5 pts Incorrect description of working set.

- 5 pts Incorrect description of page stealing
algorithms.

- 3 pts insufficient description of page stealing
algorithms.

- 3 pts Insufficient description of working sets.

- 2 pts Important element is that page stealing takes
pages from processes whose working sets are too
large and gives them to processes whose working
sets are too small.

- 3 pts Goal of a working set is not to maximize the
number of pages in memory, but to figure out the
right number to have there.

- 2 pts Working set has nothing to do with TLB.

- 1 pts Just because a working set is large doesn't
mean it isn't using its pages.

- 2 pts working set is not really about preventing
thrashing, since that can occur even with properly
implemented working sets.

- 3 pts Important to note that working sets are
associated with processes and are controlled by their
behavior.

- 3 pts Page stealing is used to build proper



working sets, not vice versa.

- 2 pts Processes don't voluntarily release page
frames. That's why it's called stealing.

- 2 pts Page table usually bigger than the working
set.

- 0 pts Click here to replace this description.

QUESTION 6

6 Scheduling algorithm metrics 6 /10
- 0 pts Correct
- 10 pts No answer

- 2 pts Maximizing jobs completed does not

necessarily translate to maximum throughput, by most

definitions.

- 8 pts Fairness not guaranteed by non-preemptive
scheduling. Starvation not necessarily avoided,
either.

- 1 pts SJF has nothing to do with number of pages.

- 5 pts Insufficient explanation of why metric is
maximized.

- 3 pts Not for all non-preemptive algorithms.
Turnaround time won't be optimized for non-
preemptive FIFO, for example. Question asked about
non-preemptive algorithms in general, not just one
example of such an algorithm.

- 5 pts Turnaround time is not necessarily
optimized. It's time of job arrival till time of job
completion. With non-preemptive scheduling, one
long-running job can kill the turnaround time of many
other jobs.

- 0 pts As stated in the test instructions, nothing on
the back of the page is graded.

- 5 pts Won't necessarily optimize time to
completion. A long running job will not be
interrupted, causing other short jobs to incur long
times to completion. If you interrupted the long job
for the short ones, average time to completion would
improve.

- 10 pts Did not specify a metric.

- 4 pts "Minimizing context switches" isn't a
performance metric, though doing so is likely to

improve some metrics.

- 3 pts Insufficient explanation of why metric is
maximized.

- 10 pts Response time may not be optimized with
non-preemptive scheduling, since one long-running
job can kill the response time of many other jobs.

- 2 pts Won't also optimize average time to
completion, since long-running job can kill time to
completion of many other jobs.

v - 4 pts Throughput is typically defined as the
amount of work produced by a system, not the
number of jobs it completes. By the latter definition,
non-preemptive scheduling doesn't optimize the
metric, since you could finish many short jobs in the
time it takes to finish one long job.

- 5 pts Not clear exactly what you mean by "process
speed".

- 4 pts That's not the definition of mean response
time. It's the average time to get some response from
the system, not time to completion.

- 2 pts Not very clear description of chosen metric.

- 4 pts Non-preemptive scheduling is not likely to
optimize number of deadlines met, since newly
arrived jobs with short deadlines can't preempt a
running job with a long deadline.

- 0 pts Not the usual definition of time to
completion, but correct as described.

- 10 pts Round robin is not a non-preemptive
algorithm

- 10 pts "operations/second->output" makes no
sense. Output is not a metric.

- 6 pts Your assumptions are rarely true, and if not
true, average time to completion is not optimized, by
most definitions of that metric.

- 8 pts Incorrect description of throughput.
Throughput is not the same as turnaround time, and
turnaround time is not necessarily optimized by non-
preemptive scheduling.

- 3 pts Metric you're looking for is throughput, not
"turnout" or turnaround time.

- 5 pts Fairness not guaranteed (by any definition)
for all types of non-preemptive scheduling, such as

non-preemptive shortest job first.



- 2 pts You're thinking of throughput, not total
execution time.

- 10 pts Round robin is not a metric, it's a scheduling
algorithm, and not even a preemptive one.

- 0 pts Click here to replace this description.

QUESTION 7

7 Worst fit and fragmentation 10 /10
v - 0 pts Correct

- 3 pts Worst fit algorithms fit allocation requests
into the largest free chunk of memory available,
assuming no perfect fit is available. The remainder of
that chunk will be as
large as possible, meaning it will be well suited to
match later requests.

- 3 pts A best fit algorithm will choose the free
chunk closest and larger in size to the requested
allocation, which implies that the leftover free memory
returned to the free list is likely to be a small chunk,
poorly suited to matching future requests.

- 4 pts The definition of external fragmentation is
scattering small, useless chunks of free memory
throughout the free list, so best fit is more likely to
cause external fragmentation than worst fit.

- 10 pts wrong answer

- 10 pts No answer

QUESTION 8
g Page tables for fork vs. shared memory

IPC 10/10

v - 0 pts Correct

- 10 pts No answer

- 5 pts Major difference is fork results in copy-on-
write, while shared memory IPC doesn't.

-1 pts new process has its own page table, but its
contents are the same.

- 3 pts No discussion of fork page table issues.

- 1 pts Stack isn't shared in shared memory IPC.

- 2 pts Fork need not be followed by exec, leading
to COW issues.

- 1 pts IPC shared memory almost always read/write,

at least by one of the processes.

- 2 pts Data segment also likely to change after fork.

- 0 pts Not well worded, but | think you have the
right idea.

- 10 pts So what's the difference?

- 10 pts What is the difference in their page table
behavior?

- 3 pts Difference won't be in the TLB.

- 2 pts Copy-on-write issue.

- 5 pts Not a thread issue. Copy on write is the
main relevant mechanism.

- 4 pts Shared memory doesn't share page tables.
Just entries in different page tables point to the same
page frame.

- 3 pts IPC is not about libraries, it's about data.

QUESTION 9

9 Condition variables 10 /10
v - 0 pts Correct

- 10 pts No answer

- 4 pts A condition variable is used to determine if
some specific pre-defined condition has or has not
occurred.

- 3 pts If the condition does occur, one
or more of the blocked processes will be unblocked
and permitted to run.

- 3 pts The condition variable allows a process to
wait for a specific condition without requiring the
process to use a busy loop to check for the
condition’s occurrence.

- 10 pts wrong answer

QUESTION 10

10 TLB misses 6 /10
- 0 pts Correct
- 10 pts No answer
- 3 pts Missing case of invalid entry.
v - 4 pts Missing case of valid entry on disk.
- 3 pts Missing case of valid entry in RAM.
- 1 pts Page fault is on non-present, not invalid.
- 3 pts Case with page on disk is present bit not set.
Invalid bit is different.

- 4 pts Different cases for valid page on disk and



valid page in RAM.

- 2 pts What happens for an invalid entry?

-1 pts TLB is a cache of page table entries, not
pages.

- 1 pts Per test instructions, text on the back of the
page is not graded.

- 2 pts First step is to consult in-RAM page table.

- 1 pts Disk isn't searched, since page table contains
disk location of non-present pages.

- 2 pts More details on not present case.

- 3 pts Spacial locality does not play into TLB miss
handling.

- 3 pts Memory won't be searched. Either the page
is present, not present, or not valid. Present pages
have their PTE loaded, not present pages are fetched
from disk, invalid pages cause an exception.

- 2 pts Page table entry itself will indicate if page is
on disk. No need to invoke clock algorithm.

- 1 pts Dirty bit doesn't indicate whether a page is in
memory or not. Present bit does. Dirty bit indicates if
an in-memory page has been written.

-1 pts Invalid case is not that the page cannot be
found, but that its PTE is marked invalid.

-1 pts How is it determined if a segmentation fault
should occur?

- 2 pts Not present pages are in the page table.

They're just marked as "not present."

Page 4 sl gradescope
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This is a closed book, closed note test. Answer all questions.

Each question should be answered in 2-5 sentences. DO NOT simply write everything
you remember about the topic of the question. Answer the question that was asked.
Extraneous information not related to the answer to the question will not improve your
grade and may make it difficult to determine if the pertinent part of your answer is
correct. Confine your answers to the space directly below each question. Only text in
this space will be graded. No question requires a longer answer than the space provided.



1. In a virtual memory system, why is it beneficial to have a dirty bit associated with
a page?
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2. What is the relationship between a system’s Application Binary Interface and its
system call interface?

A gamemg DT redere Yo dre \SA thak Ve process wes
Corm piled for and can vun on. The ART Hhwog  dedfines uﬁ\mﬁi@
a.gmwﬁ:"mm% , Sdack wﬁ%@}gﬁ;&gj& ede. So when a g\@%’%ﬁm call 1%
made, the ART aegicdes what volves Wi e pudd onto e
L¥ock , winwich »g‘@m%gg%e;yg will e Liedt for Vg gtﬁ%ﬁﬁm oall -
\£ o ggéﬁmﬂ*%&m,. cal\l works &0 on ART, Ynen \{ ARGV CS R JAVER R u g
QMY towepyter tnak ineplensonts ok ABT . TThug, e veladio mtip 1S,
fhat Q&gﬁtm colls vee the ART 4o woke guve W Car Tor on
T wedkine Yok Implemonts ok AR, leodling to eXivemely,
@\mmﬁa P"‘*%%‘&m g .



3. Why can’t shared libraries include global data?
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4. Describe how a trap instruction is used to implement a system call in a typical '
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5. What is the relationship between the concept of working sets and page stealing
algorithms?
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6. Name a performance metric that is likely to be maximizable using non-
preemptive scheduling. Why is this form of scheduling useful to maximize this metric?
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T Why does a worst fit algbrithm for managing a free list handle external
fragmentation better than a best fit algorithm?
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8. Both shared memory IPC and the processes’ data areas after a Linux fork()
operation would require the page tables of two processes to point to the same physical
page frames. What would be different about the two cases (other than being caused by

IPC vs. forking)?
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9. What ié the purpose of a condition variable?
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10.  Ina system using demand paging, what operations are required when a TLB miss
~occurs? What are the possible outcomes of those operations?
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