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TOTAL POINTS

78.5 / 110

QUESTION 1

Principles 10 pts

1.1 Define Info Hiding 2 / 2

✓ - 0 pts Correct

1.2 Value of Info Hiding 3 / 3

✓ - 0 pts Correct

1.3 Define Modularity 2 / 2

✓ - 0 pts a system is composed of distinct sub-

components

1.4 Good Modularity 0 / 3

✓ - 3 pts wrong

QUESTION 2

ABIs and APIs 10 pts

2.1 ABI acronym 2 / 2

✓ - 0 pts Application Binary Interface

2.2 ABI definition 2 / 3

✓ - 1 pts partial answer

2.3 ABI vs API 1 / 2

✓ - 1 pts missing the key word "binary program" or

"recompile"

2.4 When API over ABI 3 / 3

✓ - 0 pts They are using different instruction set

architectures.

QUESTION 3

Libraries 10 pts

3.1 Static library - advantages 0 / 3

✓ - 3 pts no need to implement or explicitly include

the module in the compilation or linkage edit.

This is not different from explicitly included

object modules

3.2 Which modules loaded 0 / 3

✓ - 3 pts the linkage editor deals with unresolved

external references by pulling in the first module (in

the specified library search order) that can satisfy it..

3.3 Shared library - advantages 4 / 4

✓ - 0 pts Correct

QUESTION 4

Multi-Level Queues 10 pts

4.1 What problem they solve 1 / 2

✓ - 1 pts Not enough. Should clearly mention that

different processes have different behavior or we

may want to give different processes different time

slices.

4.2 What drives queue changes 4 / 4

✓ - 0 pts Correct

4.3 Consequences of wrong queue 4 / 4

✓ - 0 pts Correct

QUESTION 5

Fixed Paritition Allocation 10 pts

5.1 problem with it 3 / 3

✓ - 0 pts Internal Fragmentation

5.2 effect of special sub-pools 0 / 3

✓ - 3 pts incorrect

5.3 problem with special sub-pools 0 / 2

✓ - 2 pts incorrect

5.4 preventing that problem 1 / 2

✓ - 1 pts Incomplete

This should be done dynamically

QUESTION 6

Paging MMU 10 pts

6.1 diagram MMU, translation 5 / 5

✓ - 0 pts Correct



6.2 info in page table entry 2 / 3

✓ - 1 pts Only one information was correctly

described.

6.3 motivation for TLA buffers 2 / 2

✓ - 0 pts Correct

QUESTION 7

Synchronization Terminology 10 pts

7.1 indeterminate 2 / 2

✓ - 0 pts Correct

7.2 non-deterministic 2 / 2

✓ - 0 pts Correct

7.3 race condition 0 / 2

✓ - 2 pts incorrect

7.4 critical secstion 0.5 / 2

✓ - 0.5 pts not mentioning 'correctness'

✓ - 1 pts too close to race condition

7.5 atomicity 2 / 2

✓ - 0 pts Correct

QUESTION 8

Correct locking criteria 10 pts

8.1 criteria and mechanisms that fails 4 / 4

✓ - 0 pts Correct

8.2 criteria and mechanisms that fails 2 / 3

✓ - 1 pts did not describe how/why a real locking

mechanism fails

8.3 criteria and mechanisms that fails 2 / 3

- 1 Point adjustment

deadlock is not a fundamental problem with the

locking mechanism, but with how it is used.

QUESTION 9

Asynchronous Completion mechanisms
10 pts

9.1 semaphores vs condition variables 3 / 3

✓ - 0 pts Correct

9.2 why they differ 2 / 3

✓ - 1 pts  Condition variables are only wakeups, and

make no guarantees about the state of the resource.

9.3 when choose semaphores 1 / 2

- 1 Point adjustment

read write locks are much easier with condition

variables because of the mandatory queuing in

semaphores.

9.4 when choose condition variables 2 / 2

✓ - 0 pts Correct

QUESTION 10

Enforced locking 10 pts

10.1 advantage of enforced 4 / 4

✓ - 0 pts Correct

10.2 when choose advisory 2 / 4

✓ - 2 pts When the access control we need is more

nuanced than simple SHARED/EXCLUSIVE (e.g.

different operations have different serialization

rules).

if the file is read only, no locking is required.

10.3 requirement for enforced 2 / 2

✓ - 0 pts Correct

QUESTION 11

Clock Algorithms 10 pts

11.1 what problem they solve 1 / 2

✓ - 1 pts 1. finding the absolutely LRU element in a

very large list involves a very long and expensive

search.  2. updating a time on every reference would

greatly slow down the system.

11.2 elements of clock algorithm 1 / 2

✓ - 1 pts (1) progressive scan (2) through circular list

(3) consulting a referenced bit to finditems

unreferenced since last scan

you are talking about working set clock, not

clock algorithms in general

11.3 refrigerator LRU algorithm 1 / 2

✓ - 1 pts A clock algorithm is a progressive scan that

stops with the first non-used item it encounters.



11.4 approximation of LRU 2 / 2

✓ - 0 pts Correct

11.5 regrigerator working set algorithm 2 / 2

✓ - 0 pts Correct
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