CS111 Midterm Exam
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TOTAL POINTS

79 /110

QUESTION1
Interface vs Implementation 10 pts

1.1 Consequences of incompatible change 3
/3
- 0 Correct
Application might stop working after the OS
upgrade.
Application might stop working after the OS
upgrade.

1.2 Dealing w/incompatible change 2/ 3

Correct
- 1 They might also have to distribute different
versions of their software to run on different versions
of OS.

Independent software vendor should modify the
program to work with new interface, rebuild it and
ship new version to affected customers. They might
also have to distribute different versions of their
software to run on different versions of OS.

Click here to replace this description.

1.3 How specifications would help 3/ 4

Correct
- 1 Clear interface specification makes the risk more
obvious when an interface changes due to OS
update.

Interface specifications are important as they
make the new changes to the API's less likely.
Clear interface specification makes the risk more
obvious when an interface changes due to OS
update.

Interface specifications are important as they
make the new changes to the API's less likely.
Clear interface specification makes the risk more

obvious when an interface changes due to OS

update.

Interface specifications are important as they
make the new changes to the API's less likely.
Clear interface specification makes the risk more
obvious when an interface changes due to OS

update.

QUESTION 2
Convoys 10 pts
2.1What is a convoy 1/ 2

Correct
-1 A resource convoy is a persistent queue of
processes waiting to get access to a popular
resource, which eliminates parallelism and increases
delays and reduces system throughput.

A resource convoy is a persistent queue of
processes waiting to get access to a popular
resource, which eliminates parallelism and increases

delays and reduces system throughput.

2.2How it forms 2/ 2
- 0 Correct

The key to convoy formation is that the processes
are no longer able to immediately allocate the
resource, but are always forced to block.

The key to convoy formation is that the processes
are no longer able to immediately allocate the
resource, but are always forced to block. It may be
precipitated by process becoming blocked or

preempted while holding the resource.

2.3 How to eliminate 2/6
Correct
Click here to replace this description.
Implement read/write locks to reduce mutual
exclusions

Click here to replace this description.



- 4 check the comment
Click here to replace this description.

Click here to replace this description.

® Round robin scheduling can still cause resource
convoys.
Multi-level queues may result in starvation of

low priority processes.

QUESTION 3
Preemption and Blocking 10 pts
3.1 Events leading to Preemption 2 /5

Correct
First event wrong.
- 2 Second event wrong.
Both events wrong.
Both events are (almost) the same.
Both events wrong.
First event half correct.

Second event half correct.

3.2 Events leading to blocking 5/5
- 0 Correct
First event wrong
Second event wrong
Both events wrong
Both events are (almost) the same/similar
First event half correct

Second event half correct

QUESTION 4
Mutua Exclusion 10 pts

4.1 Evaluation criteria 4/ 4
- 0 Correct
First criteria wrong
Second criteria wrong
Third criteria wrong

No answer

4.2 Evaluate Spin-Locks 2/ 2
-0 Correct
Partial correct

Wrong

4.3 Evaluate Interrupt Disables 1/ 2
Good
- 1 Partial correct
Wrong
4.4 Evaluate Mutexes 2/ 2
- 0 Good
Partial correct

Wrong

QUESTION 5
Dynamically Loadable Libraries 10 pts
5.1Benefit vs shared libraries 4/ 4

- 0 Correct
5.2 When it would be needed 3/ 3
- 0 Correct
5.2 Additional mechanism required 2/ 3

- 0 Correct

QUESTION 6
Shared Memory vs messages 10 pts
6.1 Advantage of shared memory 2/2

- 0 Correct

Shared memory communication happens without
any system calls, using ordinary instructions to copy
data at memory speed.

Have to point out advantage is performance

Incorrect answer

6.2 How it gains this advantage 2/ 2
- 0 Correct
Shared memory use ordinary user-mode
instructions, OS not involved
Should be more specific
Not explaining why fast
6.2 Two advantages of messages 6/6
- 0 Correct
Advantage #1
Reason #1: why shared memory IPC cannot
achieve
Advantage #2
Reason #2: why shared memory IPC cannot



achieve

QUESTION 7
Variable Partition Free Lists 10 pts
7.1required fields 4/ 4

- 0 Correct
- 4 Address and size of chunk, pointer to next chunk
in list.
7.2 operations to optimize z/3
- 0 Correct
- 1 search and coalesce
- 2 search and coalesce
7.3 additional diagnostic info 3/3
- 0 Correct
- 1 feature to add
-1 how to maintain

- 1how it is used to detect/prevent

QUESTION 8

g semaphores to distribute requests 2 /10
- 0 Correct
- 8 Point adjustment

® Check Posted Solution.

QUESTION 9

Page faults 10 pts

9.1 hardware fault handling 2/ 3
- 0 Correct

- 1 TLB miss generates trap, gets PC/PS from trap
vector, pushes prev PC/PS onto supv stack, transfer

to 1st level handler, save regs, call 2nd level handler

- 2 TLB miss generates trap, gets PC/PS from trap
vector, pushes prev PC/PS onto supv stack, transfer
to 1st level handler, save regs, call 2nd level handler
- 3 invalid page generates trap, gets PC/PS from trap
vector, pushes prev PC/PS onto supv stack, transfer

to 1st level handler, save regs, call 2nd level handler

9.2 software page fault handling 4/ 4

- 0 Correct

- 1is referenced page legal, allocate new page frame

(perhaps evicting another page), schedule read of
desired page, block process, when it completes,
update page table (&perhaps TLBs).

- 2 is referenced page legal, allocate new page frame
(perhaps evicting another page), schedule read of
desired page, block process, when it completes,
update page table (&perhaps TLBs).

- 3 is referenced page legal, allocate new page frame
(perhaps evicting another page), schedule read of
desired page, block process, when it completes,
update page table (&perhaps TLBs).

- 4 is referenced page legal, allocate new page frame
(perhaps evicting another page), schedule read of
desired page, block process, when it completes,

update page table (&perhaps TLBs).

9.3 return and resumption 3/ 3

- 0 Correct

- 1 back-up failed instruction, restore saved registers,
return-from-trap to saved PS/PC

- 2 back-up failed instruction, restore saved registers,
return-from-trap to saved PS/PC

- 3 back-up failed instruction, restore saved registers,

return-from-trap to saved PS/PC

QUESTION 10
Condition Variables 10 pts
101 Why a mutex 2/ 2

- 0 Correct

- 1 protect critical sections involving condition variable
updates, signals, and waits. The worst is a CV being
signaled after a process checks it, but before the
process sleeps.

- 2 protect critical sections involving condition
variable updates, signals, and waits. The worst is a
CV being signaled after a process checks it, but
before the process sleeps. Condition variables do
not guarantee mutual exclusion or even availability of

a resource.

10.2 Use example 4/ 4

- 0 Correct
- 2 No signal



No wait
No

no locking

10.2 What OS does w/Mutex in wait 0/ 2
Correct
pthread_cond_wait releases mutex while process
is blocked and reacquires it when it resumes ... to
enable others to get mutex and call
pthread_cond_signal
- 2 pthread_cond_wait releases mutex while process
is blocked and reacquires it when it resumes ... to
enable others to get mutex and call

pthread_cond_signal

10.4 Doable in user-mode? 0/ 2
Correct
-2 No
vague/unconvincing justification

doesn't address this race

QUESTION M
Memory Allocation techniques 10 pts
11.1 Benefits of heap allocation 1/3

Correct

The huge advantage is storage that remains
usable after the allocating block exits.
- 2 The huge advantage is storage that remains
usable after the allocating block exits.

No

11.2 Benefits of malloc vs sbrk 0/ 4

Correct

vague, hardly a key capability as described

fewer parameters is not a key capability

no difference in this respect

sbrk can only allocate/deallocate contiguous
storage. malloc manages numerous discontiguous
chunks.

We can call sbrk at any time and
increase/decrease our data segment size by any
amount.

4772

11.2 Benefits of mmap vs sbrk 1/3

Page 4

Correct
- 2 And this is a better malloc arena beacause ...

mmap can be used to create multiple,
discontiguous heaps ... which might be handy for per-
core or slab-allocation.

how is this a better way to augment the MALLOC

ARENA?
7?7



Cs 111 Midterm 05/04/2017

Name YthE&%;éQMS é;gi&h : | : . ;- : V““&Jff Y ‘Seat Row EEE;_
Student ID # 2K3Z¥‘ q@?ﬁ% ‘*\:iéﬁ‘ : : . Exam # cig é Seat Col _é;z_

- All questions are of equal value. Most questions have multiple parts.
You must answer every part of every questicon. Read each question
CAREFULLY; Make sure you understand EXACTLY what question is being
asked and what type of answer is expected, and make sure that your
answer clearly and directly responds to the asked question.

Many students lose many points for answering questions other than the
one I asked. Misunderstanding a guestion may be evidence that you
have not mastered the underlying concepts. If you are unsure about
what a question is asking for, raise your hand and ask. Spend more
time thinking and less time writing. Short and clear answers get

more credit than long, rambling or vague ones. Write carefully. I

do not grade for penmanship, spelling or grammar, but if I cannot read
or understand your answer, I can’t give you credit for it.
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1: (a) Consider af affgﬁ:market;géé%%gaﬁion, developed and shipped separately from the OS.
What could happen if EW& 0S5 Vendor relased a new OS version with a non upwards
compatable API (and associated ABI) change?
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(b) What would the application developer have to do to deal with this? \Nm& M@wﬁ detuvdo
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(c) Explain how/why interface specifications, designed and written independently from @xﬁm
the current implementation, might have affected this situation. S -
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(c) Suggest two distinct approaches to eliminating (or SIGNIFICANTLY improving) the
problem.
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3: (a) List two different types of events that might cause a running process to be
preempted.
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(b) List two different types of events that might cause a running process to become
blocked.
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4: (a) Identify three key criteria in terms of which mutual exclusion mechanisms should be
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5: (a) Describe a major capability (not merely memory savings) of DLLs that cannot be
achieved w/mere shared libraries. :
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(b) Describe a specific situation whe
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(c) Briefly describe a 51gn1f1cant mechanism that is not required to support shared
libraries, but is required to support DLLs ... and very briefly explain why this
additional mechanism 1s necessary.

t%ls capability would be NECESSARY.
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6: (a) What is the p¥imary advantage of shared memory fPC over message communication?
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(b) Why does it have this advantage?
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(c) List TWO advantages® f message IPC over shared memory, and why each cannot
reasonably be achieved with shared memory IPC.
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(a) list two pieces of information that a variable partition free-list must keep track
of that might not be needed with fixed partition memory allocation.
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(b) list two operations that a var1able~part1tlon free is
enable/optimize (zero points for "allocate and free").
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(c) list an additional piece of information we might want to maintain in the free list

descriptors to detect or prevent common errors, and briefly explain how the information
would be maintained, and how it would be used to detect or prevent a problem.

e Qrolest QUi Namean WS Codde Wdude  Yuo “eoncSies®
R QAR \QQ,QW% o ofter @ Vde 0 Moo (j> s ‘%\/\aé}f‘”@,
K\\X%Q&Qefp V?ﬁywéudm &&g \L&ﬁé& %ﬁ} &@A% %&ﬁ€¥%m¢akfw OLLE5S

e el Cede Naspd Apnpeed Wik
= H < ® N ¢

Ml na,

X e 3 g EXTS
8: Consider a server front-end that receives requests from the network, creates data
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structures to describe each request, and then queues them for a dozen server-back-end Se-veyr
threads that do the real work.

Sketch out server and worker-thread algorithms that use
semaphores to distribute/await incoming requests, and protect the critical sections in
queue updates.
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9:

Briefly list the sequence of (hint: 8-10) operations that happens, in a demand-paging
system, from the page-fault (for a page not yet in main memory) through the (final,
successful) resumption of execution.

(a) describe the hardware and low level fault handling.
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(b) describe the software lookup, selection, I/0, updates.
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(c) describe the return/resumptlon process.
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10: (a) Why is each Linux Condition Variable pared with a mutex? Briefly escribe the race
condition that is being managed.
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(c),What will the operating system do with the mutex, during which system call(s)?
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(d) Could we do this for ourselves? If so, how? If not, why not?
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on is much more complex than stack allocation. What key capability
rather than stack

XC: (a) Heap allocati
do we gain by using heap allocation functions like malloc(3)

allocation?
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(b) Heap allocation is much more complex than direct data segment extension and
Ignoring the higher cost of system calls (vs subroutine

contraction with sbrk(2).
calls), what key capability do we gain by using heap allocation functions like
malloc(3) rather than sbrk(2)?
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(c) It wa¥ briefly mentioned that mmap (2) could be used as an alternative“™to sbrk(2) ;
What practical

to increase the usable data size in a process’ virtual address space.
benefit/ability might we gain by using mmap(2) rather than sbrk(2) to augment the

malloc arena?
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