ECEI132A: Communication Systems
Ameesh Pandya, Ph.D.

UCLA Electrical Engineering Department
ECE132A: Communication Systems
MIDTERM EXAMINATION

SET A
Spring 2018
Monday, May 07, 2018

Exam Duration: 1 hr. 30 min.
Total: 50 points

NAME: SocvtioN Ser
UID: KA XA ® = X%
1 2 3 4 Total
Marks
Obtained L {2 10 L3 50
Maximum
Marks 12 12 13 13 50

I understand that academic integrity is highly valued at UCLA. Further, I understand that
academic dishonesty such as cheating and plagiarism, are violations of University Policy and
will be pursued by the appropriate campus administrator. Finally, my signature below signifies
that the work included is my own, and I completed this assignment honestly.

Signature:

Instructions:
(i) Books, cheat sheet, formulae sheet, Calculators, Cell Phones, Computer, Laptops, Tablets,
Programmable watches, and [Pods are NOT allowed
(it) Provide your solutions only within the space provided within this booklet. Your answers must be
legible and easy to follow.
(iii) PLEASE MAKE SURE THAT YOU HAVE 12 PAGES OF THIS EXAMINATION BOOKLET.
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FORMULAE SHEET

Let Z = X +Y, where X and Y are independent random variables with distributions (p.d.f) fy (x)
and fy (y), respectively. Then f;(2) = fyx(x) ® fy(¥), the convolution of the PDFs of X and Y.
The distance between two constellation points x = (x4, X5, ..., xp) and y = (¥1,¥2, ..., Vp) isd =

Ix =yl = yZiL 1(x¢ ¥i)?

Q(a) 2 fa \/_e 2 dx the tail probability of a standard normal distribution. Q(—a) = 1 — Q(a)
cos (g) = sin (g) = g; cos (g) = 0.92; sin (5) = 0.38

For a Gaussian random variable, Fy(x) = P(X < x) = (xa“) =1-¢Q ( - ) where u is the

mean of X and a2 is the variance of X. If X is Gaussian, then Y = AX is also Gaussian.

. . 1 =) TAZ (x—
Joint Gaussian: f(xy, Xy, ..., Xp) = —a— e 2& ) Ax (=1
(2m)2|Ax|2

Wide sense stationary random process: E[{X(t)] = pu Vt and Ry (t1,t,) = Rx(|t; — t,]) Vit t,
Probability of error:
P(error) = T, Py(H = i)P(e;), where P(e;) = P(H # i|H = i)

Nearest Neighbor bound:
Pe(i) — z (” i 1“) < IN IQ( mln)

J=i

JEN;
where, |N;| is the number of nearest neighbors to x;.
MAP criteria: dp4p(y) = arg mjaxp,qy(X =x|Y =)

ML criteria: dy, (y) = arg mjafolx(y|xj) = arg mjin(y - xj)2

Vector hypothesis:

A

2
1y = x| }

dyap(y) = arg m]?X }ln px() ——

1y - x5l : 2
dy,(y) = arg mfaxi_i_—]_ = argmin {|ly - x|’}

o2
Threshold 1:
Ho:py(H = 0) fy1x(1x0) = puy(H = 1) fyx(y1x1)
Hy:py(H = 0)fyx (¥lx0) < pu(H = 1) fy1x(y1x1)
Threshold 2:
Ho:pxiy (X = x0ly) = pyiy (X = x11y)
Hy:pyiy (X = x0ly) < pxiy (X = x41]y)
Bayes’ rule:

fylx()’|x)Px(x) _ fY|x(J’|x)Px(x)
) 2 frix(|%; )px ()

Px|y(x|}') =
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1. (12 points) Short questions and basic probabilities.
A. True or False. State if the below statements are true or false. Provide justification for the full
credit (only 0.5 point for True or False).
a) (1.5 points) Let A and B be two i.i.d. Gaussian random variables with mean y and variance

o2, Then, P[24 + B > 3] = @ (£0=),
= LA AT TAN

/

?Q\SL ) \ej'\ Y= LAxG Ml

e

- 3=~ 3N
0’11258' (’[u\ﬂb7b}:(’$‘i7§3‘ Q \Er>

S

b) (1.5 points) If X is uniformly distributed random variable on the real-line with a unit variance,
then the pdf of X is completely defined.

Talse. Swmee we don't Kmow . meam X, ¥e Tu)(ﬂ'vjudw
\7(}«\' N be S\—«vﬁta\ Q-(\o‘\\'m*\\j and we cdoal kwow A\ Qd“‘

Cownge ke -

¢) (1.5 points) Denote the Gaussian random vector z = [X  Y]7. Let X be a Gaussian scalar
random variable with X~N(0,1) and Y be a Gaussian scalar random variable with Y ~N(1,4).
Then the pdf of Z is defined.

Falte . "Tor arloilweiy T, we weed Yo Krow Bt ocrdsKom

d) (1.5 points) Consider a binary hypothesis, where message H € {0,1} is mapped to X €
{Xo,X1},1.e. X = X; when H = i, where i € {0,1}. Under any binary hypothesis, observed X
such that py. (x) > py, (x) results in a decision for H = 1. _
‘:O\\SL . \L‘(*\ AN & pelats \v\Qosw\dxo’“ R dﬁdﬁ‘l l.V‘\ MM-&
ALusiwn A, v weed \"’“QNK&'*UJ'L a-postecian \WL’J’M
SR SRR I CR R IC LY EARSNET (A lx)

e) (1 points) The autocorrelation function R(t) of a wide sense stationary process is always non-

neé::l\vse:é_ TE e 13 meaabive oo rdadRon Ptk e %) L

ﬂ(b,\) e \d ol d Le ntﬁc\k‘vt.

f) (1 points) A receiver that implements the ML decision rule is always optimal in the sense of
minimum symbol error probability.

FO\\S(. ‘FU( can ¢ VJ-/\)\-L(‘L AN gL U2 ol U gﬁ"ﬂ\( SN RV MA" .
—_ ——
g) (1 point) The MAP decision rule is a special case of the ML rule.

Falle . ML v « sYux-JL o e J\ MAY.

e
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B. (3 points) A drawer contains red and black socks, when two socks are drawn at random, the

probability that both are red is % How small is the number of socks in the drawer?

Lk \dFﬂ\w_oksopub:«r A,J';to& Llal sok = b o

‘)(\00\4\ Sulks et ved ) = /,_ﬁﬁ T ) @h(«~\3»("‘<‘9)

1)

xb ALl b Coxv- )
' J /,‘ ; __A_q Al \a‘
ﬂ\ﬂ(;f_ P At aqgrowdt X @ ﬁm&;@ B2 wad @ar ~ ‘c\o"'—\‘f (4 ;J
' )= AR /
IR Bk B, W E e
Md\ra - N = \n e 2y
M ledich e -

— e S G \ <«~\ \*
%~ xb - xb~Y (’“ \93 > 7 ( \>
,{* \ \ X ‘\&"‘\
—_— D _\ € - -
YA~ N o bR L‘\\\(A'S\k\‘\ 30,":‘}7
2. (12 points) Random Process, Wide Sense Stationary Process and Irrelevance.
A. (5 points) Let X = [X; X;]7 be real-valued Gaussian random vector with the following mean
vector and covariance matrix:

_J2 _[3
I‘X - [_1]' AX - [1
Now let ¥ = AX + B, where A = [1 1], B = 2. Find E[Y], Var[Y] and py ().

Se \WdGomn

M- AR S
LN ey s A EGDTE = 0 D[\ w2 3 (M)

(b) Ve (V= ANAT - [ \3[3 u -z 1 ()

\{3}\@ = L e %
=T
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B. (4 points) Let A be a non-negative random variable that is independent of any collection of
samples X (t,), ..., X (ty) of a wide sense stationary random process X(¢t). IsY(t) = A+ X(¢t) a
wide sense stationary process?

- - Ve WwW3D
S \dgom (D) E Taea N = A+ My mdqwe\w:kd\t i i“(\:[m“;)
- M

®(’\‘ Ltl;ti): E[UM Q) (A»ut,}@ﬁ)lz E['\m+ A Ge) + AL -+xu\)f&»)J

= \z\{@&) N AT A Tl FAELf WD) + & ()
S RgCEik) = AT oA g YRR Wb} k&w«hmd\”‘—

)‘;-\TUW\ QD O\q\é@( s show i w WIS .

=

NoYeo Mert s wsumeh thad A b oottt S wby
. Naon Wl Gm Unce €U\X ook G["\,L’B~ A Jo\
5\~owu) \:L w W3S,

—Tx

C. (3 points) Consider a communication system below in Figure 1. The data is transmitted through
two parallel AWGN channels with the noise Z; and Z, respectively. The mapped waveform X is
independent of the noise Z = [Z; Z,]7 i.e, X is independent of both Z; and Z,. The noise vector
Z is jointly Gaussian with the distribution [Z;  Z,]T~N(u, Az), where Az is the full rank
covariance matrix and hence, Z; and Z, are correlated. For such a communication system, show
if Y, is either irrelevant or not?

Z,
i

@ Y, \\\ = X & T

" X 1A 9 CNE
» Encoder — Rx . 2 =% v
X T

i @ Y,

Z,

Figure 1: Communication System for Problem #2C
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3. (13 points) Signal Constellation.
A. (6 points) For minimum Euclidean distance decision rule, i.e.,

arg min |lx—s
g, min llx syl

Ameesh Pandya, Ph.D.

Zy X 2o

draw the best decision partition for the below signal constellation, where s; = (\/fa, 0), S, =

(0,v2a),s; = (—V2a,0) and s, = (0, —V2a).

Figure 2: Signal Constellation for Problem #3A.

a) (2 points) Compute the energy of the four signal points.

Furp = & QY _ g
L\
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b) (4 points) Show that for the above signal constellation, the minimum distance decision rule
can be reduced to an inner-product decision rule, i.e.,

arg min |[|lx—s,,||=arg max (x,s
gm=1,2,3,4” ml gm=1,2,3,4( Sm)

T T T
W\ o - A (x-8) (-5 90 K = A S =S X T Swdn
B

for e ogqean siopned NUVAVI T TOT | L WA\ VIR
0\-v~¢}\ ‘/\QJ\L(‘ \V\QXQ)QNQM’:L Q_%NV\\
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o YA \\1.. '}-m\\ -
g el -
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B. (7 points) Consider the following signal sets:
o a (i)

Figure 3: Signal Constellation for Problem #3B.

Use the trigonometric values from Formulae Sheet as needed.

a) (2 points) Express the minimum distance in terms of the average energies.

. = '\' - ’

—

»
YR

o0 K

-9 ; ) L
X \.f) toi‘t"(’)f\ - T b j) M \I/q—’b

Tt JMM = g hGne2sTy = a\ﬁ Y 0-%@

b) (5 points) Compare the signal sets in terms of P(e) using nearest neighbor union bound.
What do you conclude?

. \
Q&.. Sl.&_—ga\ \
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4. (13 points) Decision Rule and Gram Schmidt Orthogonalization.
A. (6 points) Consider the waveforms shown in Figure 4 below.

(0 $5(1)

Figure 4: Signals for Problem #4A.

a) (4 points) Find the basis functions using Gram Schmidt Orthogonalization method. Plot the

¢ ke \’b obtained basis functions with respect to time1._
— Q- ISAN NS, CoWN = 3 Prok = VT, = N E N {7, = \sw)
/
. -
15 (o P e Tos o
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' C v
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l{&&\ [\52 \ LRT ERCE gl W vﬁ;&
S
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T\o NR

Acd
b) (2 points) Use these basis functions to represent the waveform constellation and determine

the minimum distance between the signals.

0.
Wx, ]x . v
v \“*‘Q\;w dw\;»' AN Ty

X o,

o
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B. (7 points) A manufacturer of resistors has two factories and the resistors are guaranteed to have a
resistance value within 2Q of the nominal value.

e Under hypothesis 0, resistors are manufactured at factory 0 and have a variation around the
nominal value that is a random variable X which is uniformly distributed in the interval
(-2,2) and

e Under hypothesis 1, resistors are manufactured at factory 1 and have a variation around the
nominal value that is a random variable X with pdf given by fy(u) = %(2 — |u]) foru €

(—2,2) and zero elsewhere.

a) (4 points) State the ML decision rule in terms of a threshold test on the observed value of |X]|.

Lk 1=\l Gk X gaf d 1 under T demaled by b ol

Syeb\pz é;/ 043 51'&”)\ fs\\\a)= \ ‘ﬁi R W

Wk e MVaod  rodio ‘ ALY = =YL~ oY

o

for ™y, Myt NG >4 = Y <A
EC R VU RN T
o & B 2 « \n12)

{N SQ" LA o\(:w—«\ &oa\msle\waﬁwm s \)N\J\L“M
NG '(’“Q\o) EER MGV IERLE J

b) (3 points) State the MAP decision rule in terms of a threshold test on the observed value of
1X1.

Wy 7\0\325&) PSRN
v, (4) Yoy

——
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