
EE 131A Final Exam 1(25 pts; Closed book; 90 min.) Winter 2012
K. Yao

1. Consider an urn with objects marked {1, 2, . . . , 9}. We take two objects out one at at a time
with replacement. What is the probability that both objects have the same number? (3 pts)

2. The IQ of a randomly selected person is often assumed to have a normal distribution with a
mean of 100 and a standard deviation of 15. Find the probability that a person has an IQ of:

a. Above 140. (1 pt)

b. Between 120 and 130. (2 pts)

c. Find a value of x such that 99% of the population has IQ of at least x. (2 pts)

You can use the Φ(x) table given in the back to find the numbers in all three parts of this
question.

3. Consider the r.v. Y = 1/X, where the r.v. X is uniformly distributed on (0, 1).

a. Find the cdf FY (y) and its domain. (2 pts)

b. Find the median of Y denoted by m and defined by FY (m) = 1/2. (1 pt)

c. Find the pdf fY (y) and its domain. (2 pts)

d. Find the mean µY = E{Y }. (2 pts)

4. Consider a r.v. X with a mean µX and a variance σ2
X .

a. Find the mean and variance of −X. (2 pts)

b. Let the r.v. be defined by Y = aX + b. Find the constants a and b such that the r.v. Y
has zero mean and variance 1. (3 pts)

5. Consider a continuous r.v. X with a pdf given by

f(x) =

{
(1/6)(x3 + 1) , 0 < x < 2 ,

0 , elsewhere .

Find E{Xn|X < 1}, where n is a non-negative integer. (5 pts)





EE 131A Final Exam 2(25 pts; Open book; 90 min.) Winter 2012
K. Yao

1. Consider two r.v. {X, Y } which are uniformly distributed in the unit disk of x2 + y2 ≤ 1.

a. Find the constant c in

fX,Y (x, y) =

{
c , x2 + y2 ≤ 1 ,
0 , elsewhere .

(3 pts)

b. Find the marginal pdf fX(x) , −1 ≤ x ≤ 1. (2 pts)

c. Find the marginal pdf fY (y) , −1 ≤ y ≤ 1. (1 pt)

d. Are X and Y independent r.v.’s? (1 pt)

2. On a ten equation true-false test, a student guesses on every question independently and with
equal probability of being right or wrong. Find the probability that the student answers:

a. No question correctly. (2 pts)

b. At least one question correctly. (2 pts)

c. Exactly r questions correctly, r = 0, 1, . . . , 10. (2 pts)

3. In the class lecture, given an r.v. Y, we have considered a linear m.s. estimation of Y using
aX + b. Now, consider a nonlinear estimation estimator g(X) to estimate the given r.v. Y.
Find the optimum estimator ĝ(X) such that the m.s. estimation error ϵ2 = E{(Y − g(X))2}
is minimized. Hint: Use the information of fX,Y (x, y) = fY |X(y|x)fX(x) and that if X = x
is conditioned, then g(X) a constant in the above equation. (4 pts)

4. We are told the following two pieces of information. A: The telephone arrivals at a company
in one minute is Poisson distributed with an average rate of 4. B: Half of the calls are females
and the other half are males, and all calls are independent of each other.

Let X be a r.v. that denotes the number of female calls in one minute and let Y be the r.v.
be the total number of calls in one minutes.

a. Find the pmf pX,Y (j , k) , 0 ≤ j ≤ k , k = 0, 1, 2 , . . . . Hint: Conditioned on Y = k, what
is the distribution of X? (4 pts)

b. Find the marginal pmf pX(j) , j = 0, 1 , . . . . Hint: exp(a) =
∑∞

m=0(a
m)/(m!). (3 pts)

c. What kind of r.v. is X? (1 pt)




