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UCLA Electrical Engineering Department 

ECE131A: Probability and Statistics 

MIDTERM EXAMINATION 
Winter 2018 

Tuesday, February 13, 2018 
 

Exam Duration: 1 hr. 30 min. 

Total: 50 points 

 

 

NAME: ________SOLUTION________________________________________ 

 

UID: ___________________________________ 

 

 1 2 3 4 Total 

Marks 

Obtained 
15 9 11 15 50 

Maximum 

Marks 
15 9 11 15 50 

 

 

I understand that academic integrity is highly valued at UCLA. Further, I understand that 

academic dishonesty such as cheating and plagiarism, are violations of University Policy and 

will be pursued by the appropriate campus administrator. Finally, my signature below signifies 

that the work included is my own, and I completed this assignment honestly. 

Signature: __________________________________________________________                                                                                         

 

 

Instructions: 

(i) Books, cheat sheet, formulae sheet, Calculators, Cell Phones, Computer, Laptops, Tablets, 

Programmable watches, and IPods are NOT allowed 

(ii) Provide your solutions only within the space provided within this booklet. Your answers must 

be legible and easy to follow. 

(iii) PLEASE MAKE SURE THAT YOU HAVE 5 PAGES OF THIS EXAMINATION 

BOOKLET. 
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FORMULAE SHEET 
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1. (15 points) Easing in to Midterm! 

(A) (6 points) My Gift to You. Circling the correct answer is worth +2 points, circling the incorrect 

answer is worth -1 point. Not circling either is worth 0 point. 

(a) Suppose 𝑋~𝒩(0,1). That is, 𝑋 is a Gaussian distributed random variable with 𝜇 = 0 and 

𝜎2 = 1. Then, 𝑃(𝑋 = 0) = 0.5. 
 

TRUE   FALSE   

 

(b) If 𝐴 and 𝐵 are mutually exclusive events, 𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴)𝑃(𝐵). 

 

TRUE  FALSE 

 

(c) When you are sitting on the Santa Monica beach, soaking in the sun on a bright sunny 

afternoon in winter, and you have no work to do, that is the best time to solve the Probability 

problems. 

 

TRUE   FALSE     (No Wrong Answer) 

 

(B) (2 points) Suppose 𝑃(𝐴) =
1

3
, 𝑃(𝐴 ∪ 𝐵) =

1

2
 and 𝑃(𝐴 ∩ 𝐵) =

1

5
. Find 𝑃(𝐵). 

Solution: 

𝑃(𝐴 ∪ 𝐵) = 𝑃(𝐴) + 𝑃(𝐵) − 𝑃(𝐴 ∩ 𝐵) 

𝑃(𝐵) = 𝑃(𝐴 ∪ 𝐵) + 𝑃(𝐴 ∩ 𝐵) − 𝑃(𝐴) =
1

2
+

1

5
−

1

3
=

11

30
 

 

(C) (7 points) It is known that for two events, 𝐴 and 𝐵, 𝑃(𝐴) =
4

5
 and 𝑃(𝐵|𝐴) =

1

2
, and that 𝐴 and 𝐵 

are independent. For each of the following statements, say true, false or cannot tell and justify 

your answer.  

(a) (2 points) 𝐴 and 𝐵 are mutually exclusive. 

(b) (2 points) 𝐴 and 𝐴 ∩ 𝐵 are independent. 

(c) (2 points) 𝑃(𝐵) = 𝑃(𝐴|𝐵). 

(d) (1 point) 𝑃(𝐵) ≤ 𝑃(𝐴). 

Solution: 

(a) 𝐴 and 𝐵 are mutually exclusive. 

False: 𝑃(𝐴 ∩ 𝐵) = 𝑃(𝐴)𝑃(𝐵). But because 𝐴 and 𝐵 are independent 𝑃(𝐵) = 𝑃(𝐵|𝐴) =
1

2
. 

So 𝑃(𝐴 ∩ 𝐵) =
2

5
≠ 0. 

(b) 𝐴 and 𝐴 ∩ 𝐵 are independent. 

False: 𝑃(𝐴 ∩ (𝐴 ∩ 𝐵)) = 𝑃(𝐴 ∩ 𝐵) =
2

5
≠ 𝑃(𝐴)𝑃(𝐴 ∩ 𝐵) =

8

25
. 

(c) 𝑃(𝐵) = 𝑃(𝐴|𝐵) 

False: 𝑃(𝐴|𝐵) =
𝑃(𝐴∩𝐵)

𝑃(𝐵)
=

4

5
, while 𝑃(𝐵) =

1

2
. 

(d) 𝑃(𝐵) ≤ 𝑃(𝐴) 

True: 𝑃(𝐵) =
1

2
 and 𝑃(𝐴) =

4

5
. 

 

2. (9 points) Let’s do some counting and apply Bayes 

(A) (4 points) 52-card deck consists of 4 suits (clubs, diamonds, hearts, spades), and each suit has 13 

cards (2, 3, 4, 5, 6, 7, 8, 9, 10, J, Q, K, A). Suppose you are dealt a poker hand consisting of 5 

cards. Compute the probability of getting flush. Flush hand is 5 cards of the same suit. Leave your 

answer in the form of (𝑛
𝑘

). 
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Solution: 

𝑃(𝑓𝑙𝑢𝑠ℎ) =
4(13

5
)

(52
5

)
= 0.002 

 

(B) (5 points) Binary Non-Symmetric Channel. Consider a `binary non-symmetric channel' with input 

of '0' and '1' each with probability of 0.5. Suppose the channel transition probabilities are: 

𝑃(0 received|0 sent) = 0.95; 𝑃(1 received|0 sent) = 0.05; 𝑃(1 received|1 sent) = 0.90; 

𝑃(0 received|1 sent) =  0.10. Suppose we received a '1', what is the probability that a '1' was 

sent? 

Solution: 

Applying Bayes Rule and Theorem of Total Probability, 

𝑃(1 sent|1 received) =
𝑃(1 received, 1 sent)

𝑃(1 received)
=

𝑃(1 received|1 sent)𝑃(1 sent)

𝑃(1 received)

=
0.90 × 0.5

𝑃(1 received|1 sent)𝑃(1 sent) + 𝑃(1 received|0 sent)𝑃(0 sent)

=
0.9 × 0.5

0.9 × 0.5 + 0.05 × 0.5
=

0.45

0.475
= 0.9474 

 

 

3. (11 points) Binomial and Uniform Random Variables 

(A) (6 points) A wheel used in gambling can stop in 18 equally likely positions numbered from 1 to 

18. A person places bets on all the positions divisible by 3.  

(a) (4 points) What is the probability that the person will win exactly three times in 8 attempts? 

Leave your answer in the form of (𝑛
𝑘

). 

(b) (2 points) Can we approximate using Poisson random variable? Why or why not?  

Solution: 

(a) Since there are 6 possible number from 1 to 18 divisible by 3, and each one is equally likely, 

then the probability of winning at each attempt is 𝑝 =
6

18
=

1

3
. The probability of losing at 

each attempt is 𝑞 =
2

3
. Since this is a Bernoulli trial of length 𝑛 = 8; then 𝑝(𝑋 = 3) =

𝐶3
8 (

1

3
)

3
(

2

3
)

5
 

(b) No because 𝑛 = 8, 𝑝 =
1

3
, and  𝑛𝑝 =

8

3
 does not satisfy 𝑛 ≫ 𝑛𝑝 ≫ 𝑝. 

(B) (4+1 points) Let 𝑋 be uniformly distributed on (0, 1). Find cdf and pdf of  𝑌 = −
1

𝑎
ln(1 − 𝑋), 

where a > 0. What is the name of this random variable ? 

Solution: 

𝑃(𝑌 ≤ 𝑦) = 𝑃 (−
1

𝑎
ln(1 − 𝑋) ≤ 𝑦) = 𝑃(ln(1 − 𝑋) ≥ −𝑎𝑦) = 𝑃(1 − 𝑋 ≥ 𝑒−𝑎𝑦)

= 𝑃(𝑋 ≤ 1 − 𝑒−𝑎𝑦) = 𝐹𝑋(1 − 𝑒−𝑎𝑦) = 1 − 𝑒−𝑎𝑦  𝑓𝑜𝑟 𝑦 > 0 

Therefore, 

𝐹𝑌(𝑦) = 1 − 𝑒−𝑎𝑦    𝑓𝑜𝑟 𝑦 > 0 

 

𝑓𝑌(𝑦) = {
0,          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
𝑎𝑒−𝑎𝑦,     𝑖𝑓 𝑦 > 0

 

Exponential random variable. 
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4. (15 points) Fun with Rayleigh and Gaussian Distributions 

(A) (3.5+1.5 points) The Rayleigh random variable has cdf 

𝐹𝑅(𝑟) = {
0,                      𝑟 < 0

1 − 𝑒
−

𝑟2

2𝜎2 ,    𝑟 ≥ 0
 

Find 𝑃(𝜎 < 𝑅 ≤ 2𝜎). Find pdf of this random variable. 

Solution: 

𝑃(𝜎 < 𝑅 ≤ 2𝜎) = 𝐹𝑅(2𝜎) − 𝐹𝑅(𝜎) = (1 − 𝑒
−

4𝜎2

2𝜎2) − (1 − 𝑒
−

𝜎2

2𝜎2) = 𝑒−
1
2 − 𝑒−2 

𝑓𝑅(𝑟) = {

0,                      𝑟 < 0

𝑟

𝜎2
𝑒

−
𝑟2

2𝜎2 ,    𝑟 ≥ 0
 

(B) (10 points) Suppose the length of a rod is modelled by a Gaussian random variable of 𝜇 = 1 and 

𝜎2 = 0.25. But this model clearly cannot be completely correct since a Gaussian random variable 

can take on negative values, which is not possible for the length of the rod. Thus, define a new 

random variable 𝑋 to be the random variable whose pdf is that of the original Gaussian random 

variable defined only for positive-values and normalized for unit area. (Note: In this model, we 

let the length be arbitrarily long, but with very low probability.) Denote this pdf by 𝑓𝑋(𝑥), 𝑥 ≥

0; 𝑓𝑋(𝑥) = 0, 𝑥 < 0. (Note, for this new pdf ∫ 𝑓𝑋(𝑥)𝑑𝑥
∞

0
= 1.) In addition, you are given a very 

small table of the Gaussian cdf Φ(𝑥). Note: Φ(𝑥) = 1 − 𝑄(𝑥). 

Φ(−3) = 0.00135; Φ(−2) = 0.0228; Φ(−1) = 0.159; Φ(−0.3) = 0.382; Φ(−0.2) = 0.421; 

Φ(−0.1) = 0.460.  

(a) (6.5 points) Write down explicitly the pdf 𝑓𝑋(𝑥) for 𝑥 ≥ 0 

[Hint: Let 𝑌 be the original Gaussian random variable with 𝜇 and 𝜎2 as given. To get the new 

random variable 𝑋 from 𝑌, it is already given that if follows distribution of 𝑌 but only from 

(0, ∞). So the challenge here is to find a new pdf ∫ 𝑓𝑋(𝑥)𝑑𝑥
∞

0
= 1. To ensure this, you have 

to find the area under the pdf of 𝑌 on the right side of the origin and use that to normalize to 

get unit area under 𝑓𝑋(𝑥). That is, if area under right side of origin of 𝑓𝑌(𝑦),  ∫ 𝑓𝑌(𝑦)𝑑𝑦
∞

0
=

𝑎, then 𝑓𝑋(𝑥) =
1

𝑎
∫ 𝑓𝑌(𝑦)𝑑𝑦

∞

0
. Also, note that ∫ 𝑓𝑌(𝑦)𝑑𝑦

∞

0
= 1 − ∫ 𝑓𝑌(𝑦)𝑑𝑦

0

−∞
.] 

(b) (3.5 points) Find the probability the rod modelled by this 𝑋 is between 0.9 and 1.1 explicitly. 

Solution: 

(a) Consider a Gaussian pdf of 𝑓(𝑦) =
1

√2𝜋𝜎2
𝑒

−
(𝑦−𝜇)2

2𝜎2 , −∞ < 𝑦 < ∞, where 𝜇 = 1 and 𝜎2 =

0.25. Our new random variable follows distribution of 𝑦 but for only positive values. So, in 

order to satisfy ∫ 𝑓𝑋(𝑥)𝑑𝑥
∞

0
= 1, we need to normalize it for the area lying under the curve 

∫ 𝑓𝑌(𝑦)𝑑𝑦
∞

0
. So let’s calculate the area under the curve ∫ 𝑓𝑌(𝑦)𝑑𝑦

∞

0
. Area on the left side of 

the origin is ∫ 𝑓𝑌(𝑦)𝑑𝑦
0

−∞
= Φ (

0−1

√0.25
) = Φ(−2) = 0.0228. In other words, the area to the 

right of the origin of 𝑓(𝑦) contains only the probability of 0.9772. Thus,  

𝑓𝑋(𝑥) =
1

0.9772
[(2𝜋𝜎2)−0.5𝑒

−
(𝑥−𝜇)2

2𝜎2 , 0 ≤ 𝑥 < ∞ 

(b) 𝑃(0.9 ≤ 𝑋 ≤ 1.1) = ∫ 𝑓𝑋(𝑥)𝑑𝑥
1.1

0.9
=

1

0.9772
[Φ (

1.1−1

√0.25
) − Φ (

0.9−1

√0.25
)] =

1

0.9772
[Φ(0.2) −

Φ(−0.2)] =
1

0.9772
[1 − Φ(−0.2) − Φ(−0.2)] =

0.158

0.9772
= 0.1617. 


