
CS M146 Midterm 

 

TOTAL POINTS 

90 / 100 

QUESTION 1 Short 

Questions 40 pts 

1.1 True/False 21 / 21 
✓ - 0 pts all correct 

- 3 pts  a incorrect 

- 3 pts b incorrect 

- 3 pts c incorrect 

- 3 pts d incorrect    - 3 pts e incorrect    - 3 pts g 

incorrect 

- 3 pts h incorrect 

1.2 Model Evaluation 9 / 9 
✓ - 0 pts Correct 

- 3 pts One incorrect answer 

- 6 pts Two incorrect answers 

- 1 pts One incorrect explanation    - 2 pts Two 

incorrect explanations 

- 0 pts Click here to replace this description. 

1.3 Decision Boundaries 10 / 10 
✓ - 0 pts Correct 

- 5 pts one incorrect answer 

- 10 pts Two incorrect answers 

- 1 pts No mark which region is positive/negative 

- 2 pts 1 minor mistake 

QUESTION 2 Perceptron 

20 pts 

2.1 algorithm 6 / 12 
- 12 pts 4 wrong answers 

- 9 pts 3 wrong answers 

✓ - 6 pts 2 wrong answers 

- 3 pts 1 wrong answer 

- 0 pts Correct 

2.2 seperability 4 / 4 
✓ - 0 pts Correct (answer no) 

- 2 pts Answer true and show the data is linearly 

seperable 

- 4 pts incorrect answer 

2.3 data augmentation 4 / 4 
✓ - 0 pts Correct: either describe how to extend w and 

x; or provide a correct 3-d weight vector.    - 2 pts minor 

error: either forget to describe how to extend either w 

or x; or provide an incorrect 3-d weight vector with 

some explanation    - 4 pts Incorrect answer: provide 2-d 

weight vector; or provide an incorrect 3-d weight vector 

with no explanation 

QUESTION 3 Decision 

Tree 18 pts 

3.1 H(Passed) 4 / 4 
✓ - 0 pts Correct 

- 2 pts minor mistake 

- 4 pts incorrect 

- 1 pts forget negative sign in the entropy    - 0 pts 

Correct formulations, but Incorrect calculation 

3.2 G(passed, GPA) 4 / 4 
✓ - 0 pts Correct 

- 2 pts minor mistake 

- 4 pts incorrect answer 

- 1 pts tiny mistake 

- 0 pts Correct formulations, but Incorrect calculation 

3.3 G(passed, study) 4 / 4 
✓ - 0 pts Correct 

- 2 pts minor mistake 

- 4 pts incorrect 

- 1 pts tiny mistake 

- 0 pts Correct formulation, but Incorrect calculation 

3.4 Tree 6 / 6 

✓ - 0 pts Correct 

- 6 pts incorrect 

- 2 pts split when labels are pure 

- 2 pts Split on attribute with lower information gain 

- 4 pts Only one split 



QUESTION 4 Linear 

Regression 20 pts 

4.1 application 6 / 6 
✓ - 0 pts Correct 

- 1 pts minor mistake 

- 2 pts description is unclear 

- 6 pts incorrect 

4.2 optimization algorithm 6 / 6 
✓ - 0 pts Correct (GD,SGD, or analytic solution) 

- 2 pts missing or incorrect gradient 

- 6 pts incorrect 

- 4 pts no attempt at gradient 

4.3 global optimality  4 / 8 
   - 0 pts Correct 

✓ - 4 pts Incomplete answer, with arguements and 

derivation attempt 

- 1 pts Almost correct (with a missing step) 

- 6 pts Argues PSD or squared function 

- 8 pts Incorrect 

QUESTION 5 

5 Name & ID 2 / 2 
✓ - 0 pts Correct 

   - 2 pts No name and ID 
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