
CS M146 Final Exam 

 

TOTAL POINTS 

92 / 100 

QUESTION 1 

1 True or False 14 / 14 
✓ - 0 pts all correct 

- 2 pts a. incorrect    - 2 pts b. incorrect 

- 2 pts c. incorrect 

- 2 pts d. incorrect    - 2 pts e. incorrect 

- 2 pts f. incorrect 

- 2 pts g. incorrect 

QUESTION 2 

Hidden Markov Models 9 pts 

2.1 a 3 / 3 

✓ - 0 pts Correct 

   - 3 pts incorrect 

2.2 b 3 / 3 

✓ - 0 pts Correct 

- 1 pts partially incorrect computation 

- 2 pts incorrect computation 

- 3 pts incorrect 

2.3 c 3 / 3 

✓ - 0 pts Correct 

- 2 pts incorrect justification 

- 3 pts incorrect 

QUESTION 3 

3 Naive Bayes 10 / 12 
- 0 pts Correct 

- 1.5 pts a) incomplete 

- 3 pts a) incorrect 

✓ - 1 pts b) minor mistake 

- 4 pts b) incorrect 

- 2 pts c) incorrect 

✓ - 1 pts c) minor mistake 

   - 3 pts d) incorrect 

QUESTION 4 

Kernels and SVM 25 pts 

4.1 a.i 3 / 3 

✓ - 0 pts Correct 

- 1 pts minor error 

- 2 pts unclear prove, but partially correct 

- 3 pts Incorrect 

4.2 a.ii 5 / 5 

✓ - 0 pts Correct 

- 1 pts minor error 

- 2 pts Partially correct 

- 3 pts You haven't reach the key point yet, but you are on 

the way 

- 4 pts Wrong way!! 1 point for proving v^Av >=0 with a 

special v ( or B) 

- 5 pts Incorrect 

4.3 b.i 4 / 4 

✓ - 0 pts Correct 

- 2 pts first blank incorrect 

- 2 pts second blank incorrect 

4.4 b.ii 4 / 4 

✓ - 0 pts Correct 

- 2 pts minor incorrect 

- 4 pts incorrect. (A typical wrong statement is saying that 

it turns out to be hard SVM.) 

4.5 b.iii 3 / 3 
✓ - 0 pts False statement, with reasonable explanation 

- 2 pts False statement, without/ with wrong explanation 

- 3 pts True statement 

4.6 b.iv 3 / 3 

✓ - 0 pts True statement, mentioned dual form, 

support vectors or similar 

- 1 pts True statment, mentioned a perceptron-style 

update, but fail to discuss the difference with SVM (i.e. 

stating that alpha is # of mistakes)    - 2 pts True 

statement without/ with wrong explanation    - 3 pts 

False statement 

4.7 b.v 3 / 3 

- 1 pts W is wrong: either w1/w2 does not equal to +1 or 

w1,w2 are negative 

- 0.5 pts b is wrong: either b is positive; or b does not 

suitable for W 

- 1.5 pts svs are wrong (0.5 for each) 

✓ - 0 pts Correct 



QUESTION 5 

Short Answer Questions 38 pts 

5.1 Adaboost 3 / 3 
✓ - 0 pts Correct 

- 2 pts Correct point, Incorrect 

justification 

- 3 pts Incorrect answer 

- 1 pts Wrong decision stump 

- 2 pts Circled positive points on one side 

of the decision stump but reasoning is 

correct 

5.2 Clustering 4 / 4 
✓ - 0 pts Correct 

- 2 pts Incorrect explanation 

- 4 pts Incorrect 

- 1 pts Insufficient explanation 

5.3 LOOCV 3 / 3 
✓ - 0 pts Correct 

   - 3 pts Incorrect 

5.4 Probability 4 / 4 
✓ - 0 pts Correct 

- 1 pts Wrong denominator 

- 1 pts Wrong numerator 

- 4 pts Incorrect 

5.5 Multiclass 2 / 6 
- 0 pts Correct 

- 2 pts Minor mistake / Didn't sum over 

all examples 

Page 2 

/ Didn't sum over all classes 

✓ - 4 pts Only procedure / Attempt to 

derive(taken log somewhere in the 

derivation) 

- 6 pts Incorrect 

- 3 pts Mostly correct formulation 

- 1 pts Tiny mistake 

5.6 PAC_i 3 / 3 
✓ - 0 pts Correct (200 examples) 

- 3 pts Incorrect 

- 2 pts Correct approach but no answer 

- 1 pts minor mistake 

5.7 PAC_ii 3 / 3 
✓ - 0 pts Correct (PAC theorem only shows the upper 

bound) 

- 1 pts Incorrect explanation 

- 3 pts Incorrect 

5.8 Generative vs Discriminative 4 / 4 
✓ - 0 pts Both correct 

- 2 pts One incorrect answer 

- 4 pts Both incorrect 

5.9 VC Dimension 6 / 8 
- 0 pts Correct 

- 8 pts Incorrect 

- 4 pts VC(DT3)=8 w/ explanation or examples 

- 2 pts incorrect Prove VC(DT3) >= 8 

- 2 pts Prove VC(DT_k) < 9 (=2^3 + 1) 

✓ - 2 pts minor mistake 

 Your answer is right but the proof is too 

handwaving. 

QUESTION 6 

6 Name and Id 2 / 2 
✓ - 0 pts Correct 

 



  



  



  



  



  



  



  



  



  



 


